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ABSTRACT 

 
This paper is an exploration of using non-contrastive self-supervised learning methods in the image 
classification field. We present the experiments using YouTube videos as training data. Many experiments have 
been done using ImageNet, CIFAR10, and CIFAR100 datasets as input, where the images are finely selected 
for each category, and downstream evaluation is done based on images of same type. Typical self-supervised 
learning methods are using artificial augmentation to create two versions of the same image that should be 
embedded into similar vectors. In contrast, this paper uses 16 videos (9 hours total length, a total of 33k frames) 
to test if treating nearby frames from videos as pairs could reduce the use of augmentation and still serve the 
purpose of learning representations. This idea was motivated by studying how infants discover the world since, 
when at home crawling, they could observe objects from varied angles and in various lighting conditions. The 
main result is that our method reaches 60.5% accuracy in downstream KNN classification with CIFAR10. 


