
 

 

 

 

Two Problems in 
Statistical Learning and 
Inference  
 

We discuss two problems in statistical learning and inference: inference 
for stochastic gradient descent (SGD) and goodness-of-fit (GoF) testing 
with approximately co-sufficient sampling (aCSS).  

Gradient descent (SGD) and its variants, are workhorses of modern 
statistical and machine learning. In the first part of this talk, we investigate 
the statistical property of SGD. We first present asymptotic normality 
results for (weighted) averaged-SGD and propose an online approach for 
covariance matrix estimation. With the estimated covariance matrix, we 
can leverage the asymptotic normality results to build 
valid confidence regions for SGD solutions. We also conduct 
concentration analysis for SGD solutions with heavy tailed gradients 
noises. 

 In the second part of this talk, we discuss another fundamental 
problem: Goodness-of-fit (GoF) testing, which is ubiquitous in statistics. 
We focus on parametric null models with composite null hypothesis. 
We demonstrate how to build a valid testing that conditions on an 
approximately sufficient statistic. The method is powerful in the 
degenerate setting, and is also applicable when constraints appear on 
the parameter space, like sparsity and isotonic constraint. 
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