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ABSTRACT

The primary objective of the thesis is to develop methods and theory for fitting empirical Bayes matrix factorization (EBMF) models to large, unruly datasets.

EBMF, a model-based method for sparse matrix factorization proposed by Wang and Stephens, has been shown to yield highly interpretable factors in a variety of settings, and regularly fares better than competing methods on tasks such as data imputation.

The thesis builds on the work of Wang and Stephens. Improvements to the fitting algorithm have led to the successful application of the method to much larger datasets. Often, the difference of scale has turned out to be a difference of kind: the new applications have motivated a re-examination of many of the earlier theoretical and methodological assumptions.

I will begin the proposal presentation with a brief exposition of Wang and Stephen's model. Next, I will outline my own contributions to EBMF methods and theory. These innovations are largely responses to the particular questions posed by the applications, which I will then describe in some detail. Finally, I will give an overview of the software being developed concurrently with the project.