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ABSTRACT

Decision trees are one of the most elemental methods for predictive modeling. They are often deployed in domains where many explanatory variables are observed and where a high importance is placed on the simplicity and interpretability of the fitted model, such as business and medicine. In this talk, I will show that decision trees are universally consistent in an additive model context, even when the number of predictor variables grows exponentially with the sample size, under natural 1-norm and 0-norm sparsity assumptions. The consistency is universal in the sense that there are no a priori assumptions on the distribution of the explanatory variables, thereby accommodating continuous, discrete, and/or dependent data.