Self-Explaining for Intuitive Interaction with AI

Since it is increasingly harder to opt out from interacting with AI technology, people demand that AI is capable of maintaining contracts such that it supports agency and oversight of people who are required to use it or who are affected by it. To help those people create a mental model about how to interact with AI systems, I extend the underlying models to self-explain—predict the label/answer and explain this prediction. In this talk, I will present how to generate (1) free-text explanations given in plain English that immediately tell users the gist of the reasoning, and (2) contrastive explanations that help users understand how they could change the text to get another label.
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