
16 . IMS Bulletin Volume 52 . Issue 2

Student members of IMS 
are invited to submit 
solutions to bulletin@
imstat.org (with subject 
“Student Puzzle Corner”). 
The names of student 
members who submit 
correct solutions to either 
or both of these puzzles, 
and the answer, will be 
published in the issue 
following the deadline. 

The Puzzle Editor is 
Anirban DasGupta. His 
decision is final.

Student Puzzle Corner 43

Deadline: March 15, 2023

Student Puzzle Editor Anirban DasGupta poses another two problems, one each in probability 
and statistics. Send us your solution, to either or both. 

Puzzle 43.1:

(i) Simulate 1,000 standard Cauchy variables, and plot  X̄n against n for n = 1, 2, …, 1000,  
where X̄n = 1

n ∑n
i=1 Xi .

(ii) Briefly discuss what do you see in this plot that is interesting.
(iii) What is your guess for lim supn→∞ |  X̄n − en| , and justify why that is your guess.

Puzzle 43.2: 

Suppose X has a discrete uniform distribution on the set {1, 2, …, N }, where 
N ≥1 is an unknown integer-valued parameter. Construct an explicit 

admissible estimator of N under squared error loss and provide a 
proof of your estimator’s admissibility.

Congratulations to Soham Bonnerjee, who is a PhD 
student in the Department of Statistics at the University of 
Chicago, for his correct solution to both parts. 
Puzzle Corner Editor Anirban DasGupta explains the 
answers:

Puzzle 42.1: 
It is easily seen that for any ϵ > 0, �(x+ϵ)−�(x) is maxi-
mized at x = 0 on [0,∞) due to the monotonicity of ϕ(x) on 
[0,∞). Hence, we want ϵ to satisfy �(ϵ)− 1/2 = .001, which 
gives ϵ = �−1(.501) = .0025. Assuming, for example, that we can print 8 numbers in one 
line and that we can accommodate 40 lines in one page, we will need 5

.0025 /320 = 6.25 
pages.

Puzzle 42.2: On the second problem, a classic result is that if S0 ~ Wp(n − 1, I ), then the 
Cholesky decomposition of S0 = TT' satisfies that {Tij} are mutually independent and that 
for i > j, Tij ~ N(0, 1) and Tii

2 ~ χ2
n−i , i = 1, 2, … , p. Hence, for S ~ Wp(n − 1, ∑), 

E �|S |
|∑|� = Πp

i=1 (n − i),

which gives the UMVUE of |∑| for any p, by the fact that (X̄, S ) is a complete sufficient 
statistic and then an application of the Lehmann–Scheffé theorem.
The variance of the UMVUE uses the second moment of a central chi-square variable and 
is straightforward.

Soham Bonnerjee

A reminder of the previous puzzles:

Puzzle 42.1: You have all seen a 
standard normal CDF table in a text. 
Typically, the table gives approximate 
CDF values from 0 to 5 at increments of 
0.01 in the argument x. Suppose now 
you want the grid to be finer, with an 
increment of some suitable ϵ. You want 
to choose ϵ in a way that the largest 
jump in the CDF value between two 
successive values of x is at most 0.001. 
One page using standard font in a text 
can give 400 CDF values. How many 
pages will your standard normal table 
take? Remember, you want to cover x in 
the interval 0 to 5.

Puzzle 42.2: Suppose S is a Wishart 
distributed p × p matrix with k degrees 
of freedom and parameter matrix ∑, 
assumed to be positive definite. Find 
in closed form the UMVUE of the 
determinant of ∑ for general p, and the 
variance of the UMVUE for p = 2.

Solution to Puzzle 42

E �|S|
|∑|� = Πp

i=1 (n − i), �|S|
|∑|�
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