
THE UNIVERSITY OF CHICAGO

REVEALING THE ATMOSPHERES OF HIGHLY IRRADIATED EXOPLANETS:

FROM ULTRA-HOT JUPITERS TO VENUS ANALOGUES

A DISSERTATION SUBMITTED TO

THE FACULTY OF THE DIVISION OF THE PHYSICAL SCIENCES

IN CANDIDACY FOR THE DEGREE OF

DOCTOR OF PHILOSOPHY

DEPARTMENT OF GEOPHYSICAL SCIENCES

BY

MEGAN LESSER MANSFIELD

CHICAGO, ILLINOIS

JUNE 2021



Copyright © 2021 by Megan Lesser Mansfield

All Rights Reserved



“Don’t you see the starlight, starlight?

Don’t you dream impossible things?”

– Taylor Swift
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ABSTRACT

Spectroscopy of transiting exoplanets has revealed a wealth of information about their at-

mospheric compositions and thermal structures. In particular, studies of highly irradiated

exoplanets at temperatures much higher than those found in our solar system have provided

detailed information on planetary chemistry and physics because of the high level of precision

which can be obtained from such observations.

In this dissertation I use a variety of observation and modeling techniques to study

the atmospheres of highly irradiated transiting exoplanets and learn about their physics and

chemistry. In the first part of my thesis I present a detailed study of ultra-hot Jupiters, plan-

ets with equilibrium temperatures above 2000 K. I present Hubble Space Telescope (HST )

secondary eclipse observations of the ultra-hot Jupiter HAT-P-7b, which shows a feature-

less emission spectrum. This spectrum, in combination with similar observations of other

ultra-hot Jupiters, led to the realization that the ultra-hot Jupiters are a distinct class of

planets with spectra heavily impacted by molecular dissociation. I next present a Spitzer

Space Telescope phase curve of KELT-9b, the hottest known exoplanet, which shows the

impacts of extreme molecular dissociation at the highest temperatures. KELT-9b is so hot

that molecular hydrogen dissociates and significantly impacts the heat transport through-

out its atmosphere. Finally, I expand these initial investigations to a population study of

all hot Jupiter emission spectra observed with HST to investigate the impact of molecular

dissociation across a wider range of temperatures.

In the second part of my thesis I investigate the physics and chemistry of the highly

irradiated exo-Neptune HAT-P-11b. I present a discovery of helium in the HST transmission

spectrum of HAT-P-11b. This discovery was only the second time helium was detected using

HST, and it allows us to probe atmospheric escape at the uppermost levels of the atmosphere

and study the history of atmospheric loss on the planet.

In the coming years we will have the opportunity to study exoplanet atmospheres in even

more detail using the James Webb Space Telescope (JWST ). In the final section of my thesis
x



I present modeling tools I have developed which will be key to interpreting future JWST

exoplanet observations. I first present a data reduction and analysis pipeline that can be

used to interpret JWST eclipse mapping observations of hot Jupiters, which will give us the

ability to resolve the daysides of these planets in latitude, longitude, and altitude. I next

turn to smaller planets and present a model of inferred albedos for hot, rocky planets which

can be used to determine whether such planets have atmospheres, a key prerequisite for the

presence of life.
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CHAPTER 1

INTRODUCTION

The main goals of exoplanet atmosphere spectroscopy are to determine exoplanets’ compo-

sitions and thermal structures in order to further our understanding of planetary formation,

physics, and chemistry. The study of extrasolar planets offers an opportunity to investigate

planetary origins and climate in a broader context than studies of our solar system. We

now know of over 4000 exoplanets orbiting thousands of stars1, and we can use this large

sample of planets to learn more about planet formation processes in a statistical sense (see

Figure 1.1). The exoplanet population also offers a much greater diversity of planets than

what is available in our own solar system. For example, hot Jupiters, which orbit very close

to their host stars, and mini-Neptunes/super-Earths, planets intermediate in size between

the Earth and Neptune, are absent from our Solar System, but exoplanet discovery missions

such as Kepler have discovered thousands of these planets [28].

Spectroscopic observations of transiting planets provide the best path toward fulfilling

the full promise of exoplanets for astrophysics and planetary science because of the de-

tailed information they reveal about exoplanet atmospheres. There are three main types of

spectroscopic observations which reveal complementary information about the planet being

observed (Figure 1.2). Primary transits occur when the planet passes in front of the star.

When this happens, some of the star’s light is transmitted through the planet’s atmosphere.

The planet will appear larger at wavelengths where the atmosphere is more opaque, so pri-

mary transits can reveal the molecular composition of the atmosphere on the planet’s limbs.

Composition determinations for these planets are important because they provide records

of their formation and migration [e.g., 312, 187]. In particular, the core accretion model

of planet formation predicts a trend of decreasing atmospheric metallicity with increasing

planet mass for giant planets [84]. Additionally, measuring the carbon-to-oxygen (C/O) ra-

tio provides information on the environment in which a planet forms, its relative accretion

1. from https://exoplanetarchive.ipac.caltech.edu
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Figure 1.1: Orbital period versus planet mass for all confirmed exoplanets with masses less
than 13 Jupiter masses and orbital periods less than 20,000 days. Red letters indicate the
positions of the Earth (E), Venus (v), Jupiter (J), and Saturn (S). The known exoplanets are
much more abundant and span different parts of this parameter space than the solar system
planets. Data from https://exoplanetarchive.ipac.caltech.edu.

of gases and solids, the size of solid bodies it accretes, and how the planet migrated to its

current location [e.g., 222, 186, 213, 3, 69].

During secondary eclipses, the planet’s thermal emission is blocked from view as it passes

behind the star. Spectroscopic observations of secondary eclipses show the planet’s emis-

sion at a variety of pressure levels in the atmosphere, so they can be used to determine

both the composition and the thermal structure of the atmosphere on the planet’s dayside.

Secondary eclipse observations therefore provide information on an exoplanet’s climate and

which molecules dominate its energy balance [e.g., 268, 34, 83].

Finally, thermal phase curves measure the planet’s emission throughout a full orbit.

Close-in planets like hot Jupiters are generally assumed to be synchronously rotating, in

which case a phase curve shows the thermal emission as a function of longitude on the

planet. This can reveal information about which physical processes dominate heat transport

from the dayside, which always faces the star, to the nightside, which permanently faces

away from the star [e.g., 268, 243, 47, 115, 230, 22, 155].

2



Figure 1.2: Illustration of the three main types of transiting exoplanet observations. Pri-
mary transits are when the planet passes in front of the star and show the star’s radiation
transmitted through the planet’s atmosphere. Secondary eclipses show the planet’s thermal
emission disappearing as it passes behind the star. Phase curves, in which the planet is
observed throughout a full orbit, show the thermal emission of the planet as a function of
longitude. Green text indicates chapters which discuss each of these techniques. Figure
courtesy of Kevin Stevenson.

In this thesis, I will present observations of highly irradiated exoplanets aimed at address-

ing three large, open questions in exoplanet atmosphere spectroscopy. In Part I, I present

a series of observations which reveal the thermal structures and heat transport of ultra-hot

Jupiters, the hottest known exoplanets. In Chapter 2, I present an HST secondary eclipse

spectrum of HAT-P-7b, an ultra-hot Jupiter with a dayside temperature of ⇡ 2700 K. The

spectrum appears featureless, with a noticeable lack of the water absorption features that

earlier theories predicted would be observed. This result, along with similar results for other

hot Jupiters [6, 163, 233], led to the realization that the ultra-hot Jupiters are a unique

class of planets strongly influenced by high-temperature chemical effects such as molecular

dissociation and H� opacity. This chapter is based on Mansfield et al. [197].

In Chapter 3, I present a Spitzer phase curve of the hottest known ultra-hot Jupiter,

KELT-9b. The phase curve shows a reduced day-night temperature difference which matches

predictions from models including the effects of H2 molecular dissociation and recombination.

3



Because KELT-9b is so hot, H2 dissociation is widespread enough to have an observable

impact on the rate of heat transfer from the dayside to the nightside. This chapter is based

on Mansfield et al. [200].

In Chapter 4, I expand these individual studies to a population study of all 20 hot Jupiters

that have been observed with HST between 1.1�1.7 µm. In this study we developed a metric

to quantify the strength of water absorption/emission features in HST secondary eclipse

spectra and compared the full set of observations to 1D model predictions. The broad trends

in observed water feature strength with temperature match the model predictions. However,

the individual data sets show scatter around the mean trend which can best be explained

by variations in atmospheric metallicity and C/O ratio among the observed population of

planets. This result matches expectations from planet formation models, which predict

variation in atmospheric abundances [e.g., 213, 3, 187].

In Part II, I present observations of atmospheric escape on the highly irradiated exo-

Neptune HAT-P-11b. Photoevaporation is theorized to sculpt the radius distribution of

close-in exoplanets [177, 225, 226, 91, 308], but hydrogen Ly↵ observations to measure this

atmospheric escape have been limited to planets with high-velocity gas escape because of

interstellar absorption [e.g., 313]. The helium absorption triplet at 10833 Å has recently

been proposed as an alternative way to probe the escaping atmospheres of highly irradiated

exoplanets [264, 223]. I present a detection of helium escape in the atmosphere of HAT-P-

11b, which was only the second space-based detection of this feature [276]. Our data are best

fit by hydrodynamic escape models with atmospheric escape rates of Ṁ ⇡ 109 – 1011 g s�1.

We also confirm the independent detection of helium in HAT-P-11b by the CARMENES

instrument, making this the first exoplanet with consistent detections of the same signature

of photoevaporation from both ground- and space-based facilities. This chapter is based on

Mansfield et al. [198].

One of the biggest advances in exoplanet observations will be enabled by JWST, which

will launch in October 2021. In Part III, I present modeling tools I have developed which can
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be used to interpret exoplanet observations. In Chapter 6, I present the Eigenspectra method,

a data reduction and analysis pipeline for spectroscopic eclipse mapping observations of hot

Jupiters. Spectroscopic eclipse mapping is the only method which can resolve the daysides

of hot Jupiters in latitude, longitude, and altitude simultaneously [321, 246]. However,

eclipse mapping observations do not provide perfect proxies for each spatial dimension, so

one must carefully account for inherent degeneracies and uncertainties when reconstructing

a global brightness map. The Eigenmapping method provides a framework for avoiding

these degeneracies while constructing spectroscopic eclipse maps, while also ensuring that

the derived spectra have the highest precision possible and retain as much information as

possible about spectral variations across the surface of the planet. This chapter is based on

Mansfield et al. [199]

In Chapter 7, I turn to models of highly irradiated rocky planet observations with JWST.

The launch of JWST will give us the capability to look in detail at the atmospheres of

rocky planets orbiting M dwarf stars. However, it is still unknown whether such planets

can retain atmospheres over long timescales, or whether the high-energy irradiation from

their stars will strip their atmospheres [177, 225, 226, 248, 90, 308]. I present a method

of detecting atmospheres on terrestrial exoplanets using the albedo inferred from secondary

eclipse photometry with the JWST Mid-Infrared Instrument (MIRI). We find that a high

inferred albedo can be unambiguously interpreted as evidence of an atmosphere on planets

with equilibrium temperatures of Teq = 300 � 880 K. This method is complementary to the

eclipse photometry method of Koll et al. [152] because it provides a way to detect tenuous

atmospheres which are too thin to transport significant heat but thick enough to host high-

albedo clouds. The presence of an atmosphere is a key prerequisite for the development

of life, so this method, combined with that of Koll et al. [152], will be a first step toward

determining the habitability of rocky planets observed with JWST. This chapter is based on

Mansfield et al. [196].

Finally, I conclude in Chapter 8 by discussing remaining open questions in the field of

5



highly irradiated exoplanets and opportunities to advance our understanding of these unique

bodies in the coming years.
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As described above, secondary eclipse and phase curve observations can reveal informa-

tion on the thermal structures of exoplanet atmospheres. The observed secondary eclipse

depth of an exoplanet is given by

Fp

F⇤
=

B�(Tp)

B�(T⇤)

✓
Rp

R⇤

◆2

, (1.1)

where B� is the Planck function (here the star and planet have both been approximated as

blackbodies), Tp is the planet’s dayside temperature, T⇤ is the stellar effective temperature,

and Rp and R⇤ are the planet and stellar radius, respectively. From this equation, it can

be seen that the planets which are most amenable to secondary eclipse observations will be

those that are relatively hot and relatively large compared to their host stars. Ultra-hot

Jupiters, which have dayside temperatures above 2000 K [233], are therefore the optimal

targets for thermal emission observations in secondary eclipse.

Fortney et al. [83] predicted that the thermal emission spectra of hot Jupiters would be

divided into two categories (see Figure 1.3). They predicted that planets with equilibrium

temperatures below ⇡ 2000 K would have uninverted temperature-pressure (T-P) profiles,

which would produce absorption features in their secondary eclipse spectra. However, planets

with hotter equilibrium temperatures would be hot enough that TiO and VO could exist

in vapor form in the upper regions of their atmospheres which are probed by emission

spectroscopy [125]. These molecules would absorb incoming starlight at short wavelengths

and heat the upper atmosphere, similar to how ozone heats Earth’s stratosphere. This extra

heating would create thermal inversions in the T-P profiles of these planets, which would

result in emission features in the secondary eclipse spectra.
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Figure 1.3: Modeled T-P profiles for a hot Jupiter at varying distances from the Sun. The
planet at 0.055 AU (leftmost line) and the planet at 0.025 AU (rightmost line) have the lowest
and highest temperatures at all pressures, respectively. The dotted lines show temperatures
below which 90% of Ti and V will have condensed out. Planets below the dotted lines show
uninverted T-P profiles. Those at higher temperatures show thermal inversions at pressures
of ⇡ 0.1 � 0.001 bar because of the existence of vapor TiO/VO at these altitudes. Figure
from Fortney et al. [83].
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CHAPTER 2

AN HST/WFC3 THERMAL EMISSION SPECTRUM OF

HAT-P-7B

In order to investigate whether the predictions of Fortney et al. [83] accurately describe hot

Jupiter atmospheres, we observed the secondary eclipse of the hot Jupiter HAT-P-7b with

the HST Wide Field Camera 3 (WFC3) instrument between 1.1 � 1.7 µm1. This bandpass

is primarily sensitive to water vapor in exoplanet atmospheres, and the largest molecular

feature in this wavelength range is a water vapor absorption band centered at about 1.4 µm.

Over the last decade, a large sample of exoplanets have been observed using HST/WFC3

to understand their atmospheric water abundances [e.g., 270, 305], and it has become an

important tool in understanding exoplanet atmospheres.

HAT-P-7b is a hot Jupiter with an intermediate dayside equilibrium temperature of

2600 K (assuming zero albedo and dayside only recirculation). HAT-P-7b was previously

observed with Spitzer and found to have a thermal inversion [44, 323]. However, because

Spitzer can only observe exoplanet spectra in a few broadband regions, there are degeneracies

with the molecular abundances that make it difficult to determine the exact thermal structure

with these data alone [188, 173]. Spectroscopy in general, and WFC3 measurements in

particular, can remove these degeneracies by resolving molecular bands. We describe our

HST observations of HAT-P-7b in Section 2.1. In Section 2.2, we describe our data analysis

and results, and we summarize our findings in Section 2.3.

1. This chapter is based on Mansfield et al. [197], which was coauthored by Jacob L. Bean, Michael R.
Line, Vivien Parmentier, Laura Kreidberg, Jean-Michel Désert, Jonathan J. Fortney, Kevin B. Stevenson,
Jacob Arcangeli, and Diana Dragomir. M. Mansfield reduced and analyzed the data presented in this chapter,
created the two-parameter eclipse model described in Section 2.2.3, and led the data-model comparison. J. L.
Bean is PI of the HST program GO-14792 which obtained the observations of HAT-P-7b. M. R. Line created
the 1D models described in Section 2.2.2. V. Parmentier created the 3D models described in Section 2.2.1.
L. Kreidberg assisted in data reduction. All other authors are co-Is on HST program GO-14792.
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2.1 Observations

We observed secondary eclipses of HAT-P-7b on 23 December 2016 and 4 January 2017

using the HST WFC3 IR detector as part of program GO-14792. We used the G141 grism

to observe the emission spectrum of HAT-P-7b between 1.1-1.7 µm. Each of the two visits

consisted of five consecutive HST orbits, in which HAT-P-7 was visible for approximately

50 minutes per orbit and occulted by the Earth for the remainder of each orbit. At the

beginning of each orbit, we took a direct image of the target with the F126N narrow-band

filter for wavelength calibration.

The observations were taken in spatial scan mode with the 256 ⇥ 256 subarray using the

SPARS10, NSAMP=16 readout pattern, resulting in a total exposure time of 103.129 s. We

used a scan rate of 0.08 arcsec/second, which produced spectra extending approximately 80

pixels in the spatial direction and with peak pixel counts of about 35,000 electrons per pixel.

We used bi-directional scans to maximize the duty cycle, which yielded 21 exposures per

orbit and a duty cycle of 64%. An example spatial scan is shown in Figure 2.1. Although

the spectrum of a background star overlaps with that of HAT-P-7 in the full image, our data

reduction used the individual ramp samples, in which the two stars are well separated.

We reduced the HST data using the data reduction pipeline described in Kreidberg et al.

[161]. All observation times were converted to BJDTDB [64]. We used an optimal extraction

procedure instead of aperture extraction to extract the data [122]. We tested several different

aperture sizes to determine one that captured the full spectrum without capturing large areas

of background. We masked cosmic rays so that optimal extraction could fit the point spread

function of the data without being influenced by cosmic rays. A typical frame had one cosmic

ray masked out. To subtract the background out of each frame, we visually inspected the

images to find a clear background spot on the detector and subtracted the median of this

background area from each pixel in the aperture. To determine the uncertainties on the

measurements we added the photon noise, read noise, and median absolute deviation of the

background in quadrature.
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Figure 2.1: An example spatial scan. The spectrum of HAT-P-7 overlaps with a background
star in the full image here, but our data reduction used the individual ramp samples, in
which the two stars are well separated.

Following standard procedure for HST WFC3 eclipse observations, we discarded the first

orbit of each visit. We also discarded the first exposure from each orbit in the first visit

and the first two exposures from each orbit in the second visit to improve the quality of the

fit. The spectra were binned into 14 channels with a width of 9 pixels per channel, giving a

resolution of R = 30 � 44. We also created a broadband white light curve by summing the

spectra over the entire wavelength range.

We fit both the white light curve and the spectroscopic light curves with a model that

combined a secondary eclipse model [158] and a systematics model based on Berta et al.

[24]. For the white light curve, the free parameters in the secondary eclipse model were the

mid-eclipse time Tsec and the planet-to-star flux ratio Fp/Fs. The orbital period, ratio of the

semi-major axis to the stellar radius, inclination, planet-to-star radius ratio, and eccentricity

were fixed to the values determined by Wong et al. [323], which were P = 2.2047372 days,

a/Rs = 4.03, i = 82.2�, Rp/Rs = 0.07809, and e = 0.0016, respectively.
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We fit the instrument systematics with an equation of the form

M(t) = E(t)(cs + vtvis)(1 � e
�r1torb�r2) (2.1)

where M(t) is the modeled flux, E(t) is the eclipse model, c is a normalization constant, s

is a scaling factor to correct for an offset in normalization between scan directions [205], v is

a visit-long linear slope, tvis is the time since the beginning of the visit, r1 is the amplitude

of an orbit-long exponential ramp, r2 is the time constant of the orbit-long ramp, and torb

is the time since the beginning of the orbit. Tsec, fp/fs, r1, and r2 were fixed to the same

values for both visits, while c, v, and s varied between visits. The fit to the white light curve

thus contained a total of 10 free parameters.

Previous studies of HST WFC3 data have shown that adding a quadratic term to the

visit-long trend in the model of the instrument systematics provides a better fit, primarily for

very bright stars [279, 175]. We tested adding a quadratic term to the visit-long trend, but

found Bayesian Information Criterion (BIC) values that were higher by about 8 on average

for the quadratic model compared to the linear model, indicating that the linear model is

preferred for this data set.

We estimated the parameters with a Markov Chain Monte Carlo (MCMC) fit using the

emcee package for Python [82]. The best-fit white light curve, which is shown in Figure 2.2,

had �
2
⌫ = 2.24 and an average residual of 90 ppm. The value of Tsec determined from the

fit to the white light curve was 2457757.68242 ± 0.00097 BJDTDB. The spectroscopic light

curves were fit with the same model as the white light curve, with the exception that Tsec

was fixed to the best-fit value from the fit to the white light curve. An example pairs plot for

the MCMC fit to the 1.234 - 1.271 µm light curve is shown in Figure 2.3. The spectroscopic

light curves achieved photon-limited precision, with �
2
⌫ values between 0.89 � 1.25. The

final secondary eclipse spectrum, along with Spitzer data from Wong et al. [323], is shown

in Figure 2.4, and the planet-to-star flux ratio for each bandpass is listed in Table 2.1.
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Figure 2.2: Raw flux of the secondary eclipse of HAT-P-7b (upper panel), best fit broadband
white light curve (middle panel), and residuals to the fit (lower panel). Blue points are from
the eclipse on 23 December 2016, and green points are from 4 January 2017. The offsets
between the two sets of green and blue points in the upper panel are due to the difference
between the forward and reverse scans. The fit has �

2
⌫ = 2.24 and an average residual of

90 ppm.

Table 2.1: Secondary eclipse spectrum of HAT-P-7b.

Wavelength Range (µm) fp/fs (%)
1.120 - 1.158 0.0334 ± 0.0037
1.158 - 1.196 0.0413 ± 0.0038
1.196 - 1.234 0.0404 ± 0.0037
1.234 - 1.271 0.0501 ± 0.0037
1.271 - 1.309 0.0503 ± 0.0038
1.309 - 1.347 0.0498 ± 0.0037
1.347 - 1.385 0.0530 ± 0.0037
1.385 - 1.423 0.0510 ± 0.0037
1.423 - 1.461 0.0547 ± 0.0039
1.461 - 1.499 0.0621 ± 0.0041
1.499 - 1.536 0.0607 ± 0.0042
1.536 - 1.574 0.0593 ± 0.0044
1.574 - 1.612 0.0594 ± 0.0046
1.612 - 1.650 0.0593 ± 0.0045
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Figure 2.3: Pairs plot showing the distributions of fit parameters for the MCMC fit to the
1.234�1.271 µm light curve. The off-diagonal panels show marginalized posterior probability
for pairs of parameters, with 1, 2, and 3� intervals indicated with black contours. The
grey shading is darker for higher probability density. The panels on the diagonal show
marginalized posterior probability distributions for each parameter, and the dashed lines
indicate the median values and 68% confidence intervals. The planet-to-star flux ratio is not
strongly correlated with any of the other fit parameters. For parameters that are allowed
to vary between visits (c, v, and s), the distributions are for the eclipse observed on 23
December 2016.
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Strongly Decreasing T
Best Fit
Random Draws
Simple Blackbody+Ref

Figure 2.4: Secondary eclipse spectrum of HAT-P-7b with a suite of theoretical models.
Black points with 1� error bars represent observations by WFC3 reported in this paper
and by Spitzer reported in Wong et al. [323]. The insert shows the WFC3 data from 1.1-
1.7 µm. The dark blue line represents the best-fitting 1D atmospheric model, as described
in Section 2.2.2, and the surrounding red lines show 500 spectra randomly drawn from the
posterior. Blue points outlined in black show the best-fitting 1D model binned to the data
resolution. The black line shows a fit to a simple model of thermal and reflected light, as
described in Section 2.2.3. The orange line shows a model atmosphere with a monotonically
decreasing temperature-pressure profile that provides a reasonable match to the Spitzer data,
calculated using the methods of Fortney et al. [83].
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2.2 Analysis

The spectrum of HAT-P-7b is shaped like a blackbody and clearly rejects a model with a

monotonically decreasing temperature with altitude, as can be seen in Figure 2.4. This could

be due to a lack of near-infrared opacity sources like water in the atmosphere, an isothermal

atmospheric structure, or a previously unrecognized grey opacity obscuring absorption or

emission features. To understand why we see this blackbody-like spectrum, we used three

different modeling approaches: a 3D GCM, 1D self-consistent forward models, and a simple

model of blackbody thermal emission plus reflected stellar light. The data are well-fit by

a blackbody model, so we use these models with varying amounts of complexity to explore

the planetary physics and chemistry and put the blackbody-like spectrum in context, rather

than using fit quality metrics to search for a single best-fit model.

2.2.1 Fit to 3D GCM

We first performed 3D GCM calculations to help interpret the spectrum and guide how

we approached fitting the data with parameterized models. To model the three-dimensonal

structure of HAT-P-7b, we used the SPARC/MITgcm clobal circulation model [267]. Our

setup is similar to the one used in Parmentier et al. [231] but with planetary and stellar

parameters chosen to match the HAT-P-7 system. The atmospheric opacities and mean

molecular weight used in the calculations correspond to a solar composition atmosphere, a

solar composition atmosphere depleted in TiO and VO, or a solar composition atmosphere

with the abundance of every element apart from hydrogen and helium increased or decreased

by the same amount. We assume local chemical equilibrium. Atmospheric drag of various

possible origins (ohmic dissipation, hydrodynamic instabilities, etc.) is modeled as a Rayleigh

drag present throughout the whole model and acting with a drag timescale ⌧Drag. The model

was run for 300 Earth days and all quantities were averaged over the last 100 days. Figure

2.5 shows the planet-to-star flux ratio and T-P profile at the substellar point for each 3D
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Figure 2.5: Planet-to-star flux ratio as a function of wavelength (left) and dayside
temperature-pressure profiles (right) for each 3D GCM run. The red, blue, orange, pink, and
magenta lines show models with solar composition, without TiO and VO, and with metallic-
ities of +0.5, �0.5, and �1.0, respectively. The dark to light green lines show atmospheres
with solar composition and decreasing drag timescales.

model.

The best fitting 3D models contain both TiO/VO and H� opacities, and have a thermal

inversion due to absorption by TiO/VO in the upper atmosphere. Models with lower metal-

licities have a deeper photosphere leading to more efficient heat redistribution and thus lower

fluxes in the WFC3 bandpass. The low-metallicity models would therefore require even more

drag than in the solar metallicity case to match the observations. Although we include H�

opacity, it does not contribute significantly to the atmospheric opacity. However, water dis-

sociation has a large impact on the observed spectrum. Water dissociation limits the range

of pressures probed, which limits our observations to the part of the atmosphere near the

tropopause and produces a blackbody-like spectrum. If water were not dissociating in the

upper atmosphere, our observations would probe a region of the atmosphere which extended

above the tropopause and we would see emission features.

Models containing TiO/VO with varying drag timescales produce similar quality fits to

the Spitzer data points, but the WFC3 points can only be fit well with a short drag timescale

of ⌧Drag = 103 s. Models with less drag (i.e. more redistribution) do not produce hot enough

daysides to match the WFC3 data. Preliminary calculations of ⌧Drag, which scales with the
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square of the planetary magnetic field, suggest that such a small ⌧Drag is not unrealistic for

such hot planets [235]. However, the models with TiO/VO opacities also appear to have small

emission features, which do not match the blackbody-like shape of the WFC3 data. One

other possible explanation for the warmer dayside is nightside clouds, which would increase

the greenhouse effect without increasing the planetary albedo [282, 140, 231, 283]. Nightside

clouds on HAT-P-7b were also suggested by Armstrong et al. [7] as an explanation for time

variability in the brightness offset of its phase curve. It remains to be seen whether Lorentz

forces or nightside clouds are the real explanation for why the nominal GCM underpredicts

the WFC3 data.

2.2.2 Fit to 1D grid models

We also retrieve compositional and thermal information by fitting the spectrum with a grid

of self-consistent 1D models. We choose this self-consistent grid-based approach as spectra

with little to no spectral features tend to drive classic retrievals [e.g., 173] towards unphysical

regions of parameter space.

The 1D models self-consistently solve for the radiative-convective-thermochemical equi-

llbirium atmosphere solution. For the radiative transfer, we use the Toon et al. [299] two

stream source function technique to solve for planetary thermal fluxes at each atmospheric

level. Incident stellar flux at the top of the atmosphere [from a PHOENIX model – 128]

is treated as a simple exponential attenuation at an average cosine incident angle of 1/
p

3.

The Newton-Raphson iteration technique is used to determine the layer temperatures that

ensure zero net flux divergence across each model layer. Opacities for H2O, CH4, CO, CO2,

NH3, HCN, C2H2, H2S, Na, K, TiO, VO, FeH, H2-H2/He CIA [182], and H� bound-free and

free-free [133, 21] are treated within the “on-the-fly” correlated-k framework [e.g., 166, 5]. H2

and He Rayleigh scattering are added in as a continuum absorber. Molecular abundances

are computed using the NASA CEA Gibbs free energy minimization code [101] given the

Lodders et al. [176] elemental abundances.
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We reduce our parameterization of the 1D atmospheres to 3 parameters: day-night re-

distribution (f), which scales the incident stellar flux, a metallicity, [M/H], which scales the

Lodders et al. [176] elemental abundances in the CEA routine, and a carbon-to-oxygen ratio

(C/O). A grid of 1D models are computed along this 3-vector parameter set with the f rang-

ing between 1 and 4 in steps of 0.25, [M/H] from -1.5 to 2.5 dex in steps of 0.5 dex, and C/O

between 0.1 and 2 on a non-uniform grid that more finely samples C/O values near 1 [e.g.,

212]. The grid spacing is chosen to be fine enough that interpolation errors are negligible,

and the grid range is chosen to be broad enough to capture a physically sensible range of

values. In all of these models we assume that the relative abundances of all elements except

C and O remain constant.

To fit the 3-parameter model grid spectra (at an R=100) to the data, we use the emcee

package [82] combined with the Python griddata N-dimensional interpolation routine. Only

HST and Spitzer data were used in the fit. The best-fitting spectrum is shown in Figure 2.4.

We include uniform prior ranges on f , [M/H], and log(C/O) between 1.75 � 2.66, -1.5 � 2.5,

and -1.0�0.3, respectively. We explored values of f > 2.66 but decided to exclude them due

to energy balance arguments that values larger than 2.66 violate energy conservation [e.g.,

47].

Like the 3D GCM, the 1D grid models show a thermal inversion due to TiO/VO absorp-

tion heating the upper atmosphere. Figure 2.6 shows the T-P profile for the best-fitting grid

model in bold red, with 1� errors representing the spread in the self-consistent T-P profiles

that fall within the posterior shown by the red shaded area. Thin red and blue lines show

the contribution functions for Spitzer and WFC3 data points, respectively, with dark blue

lines showing data in the water band from 1.33-1.48 µm. The contribution functions suggest

that the data are primarily probing a region of the atmosphere near the tropopause where

the temperature profile switches from non-inverted to inverted.

The dashed lines on Figure 2.6 show the thermo-chemical equilibrium mixing ratios for

a set of important absorbing molecules, computed along the self-consistent T-P profile for
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Figure 2.6: Temperature-pressure profile for the best-fit 1D interpolated spectrum (bold
red line) and 1� error (red shaded area). Temperatures are shown on the top x-axis. The
model has a thermal inversion. Thin, solid lines indicate the contribution functions for data
points in the Spitzer bandpass (red), and the WFC3 bandpass (blue), with darker blue lines
showing points inside the water band from 1.33-1.48 µm. The measurements probe between
about 0.2 bar and 2 mbar, where the T-P profile changes temperature gradually. The dashed
curves show thermo-chemical equilibrium mixing ratios for important absorbing molecules,
computed along the self-consistent T-P profile shown in bold red. Mixing ratios are shown
on the bottom x-axis.
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Figure 2.7: Opacities of molecular water (blue), H� bound-free and free-free (H� BF+FF,
orange), CO (black), TiO+VO+FeH (red), Na+K (dark blue), and hydrogen/hydrogen and
hydrogen/helium collision-induced absorption (CIA, green) at a pressure of 0.084 bar in the
best-fitting 1D model. The red shaded area indicates the WFC3 bandpass, and the green
shaded area indicates the Spitzer bandpass.

the best fit. The water abundance begins to decrease rapidly around 2 mbar because water

begins to dissociate in the hot upper atmosphere. This suggests that the WFC3 and Spitzer

observations probe the part of the atmosphere just below the tropopause because water

dissociation limits the pressure range observed in that bandpass. If there were no water

dissociation in the atmosphere, the Spitzer observations would extend up to higher pressures

in the atmosphere and we would observe an emission feature. However, water is still an

important source of molecular opacity in the WFC3 bandpass, as shown in Figure 2.7. This

figure shows opacities at a pressure of 0.084 bar, near the part of the atmosphere sampled by

the WFC3 bandpass outside the water band. The opacity from molecular water dominates

over all other opacities at this pressure, including H� opacity, in contrast to what is found

for WASP-18b in Arcangeli et al. [6].

Figure 2.8 shows a pairs plot for the 1D grid model fits. The key ingredient of this

retrieval is the assumption of radiative-convective-thermochemical equilibrium. The factor
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Figure 2.8: Pairs plot for the 1D grid models, showing the heat redistribution (f), metallicity,
and C/O ratio. The off-diagonal panels show marginalized posterior probability for pairs of
parameters, with 1, 2, and 3� intervals indicated with dark red, red, and light red shading.
The panels on the diagonal show marginalized posterior probability distributions for each
parameter, and the dashed lines indicate the median values and 68% confidence intervals.
Blue lines and points indicate values for the best-fit interpolated spectrum.

f measures heat redistribution, where f = 1 indicates full redistribution, f = 2 indicates

redistribution over the dayside only, f = 2.66 corresponds to zero heat redistribution and

is the maximum possible value [47]. The best-fitting model has f = 2.56 ± 0.06, indicating

that HAT-P-7b has relatively weak heat redistribution. This high value of f likely suggests

that the thermal emission we observe is being dominated by a localized “hot spot” on the

planetary dayside.

Although f is highly correlated with the metallicity, the grid models produce a strong

constraint on f . Changing the metallicity affects the value of f because it changes the ob-

served T-P profile. At higher metallicities, the abundances of TiO/VO and H2O are both

higher, but the abundances of TiO/VO increase faster than the abundance of H2O. The
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higher TiO/VO abundances warm the upper atmosphere due to increased optical absorp-

tion, but the deeper atmosphere probed by WFC3 is cooler in order to maintain radiative

equilibrium, as shown in Figure 2.9. The cooling of the deeper atmosphere is then compen-

sated for by increasing f , which warms the dayside by redistributing less of the heat to the

nightside. This tradeoff can not continue indefinitely, however, because at very high metal-

licities the spectrum will begin to show emission features due to a stronger thermal inversion

(Figure 2.9). Similarly, at very low metallicities the spectrum will begin to show absorption

features due to a monotonically decreasing T-P profile. These changes in the metallicity are

degenerate with changes in the relative abundances of Ti and O, but our model assumes that

the ratio of Ti to O remains constant as the metallicity changes.

The models can also constrain the C/O because a higher C/O would decrease the abun-

dances of TiO and VO in the atmosphere, which would weaken the thermal inversion. There-

fore, the 1D models constrain the C/O< 1 at 99% confidence. This continues the trend of

planets with C/O< 1, with no planets having high C/O values [23]. Decreasing the C/O,

however, does not impact the spectrum shape or T-P profile because the TiO/VO opacity

is only weakly dependent in this part of parameter space. Figure 2.8 demonstrates that the

grid models only produce an upper limit on the C/O.

2.2.3 Simple Two-Parameter Eclipse Model

Although the previous models only considered thermal emission from the planet, it has

been suggested that reflected starlight may contribute significantly to the flux observed by

HST at near-infrared wavelengths [260, 141]. Reflected light can dominate over thermal

emission in the near infrared for hot Jupiters with high albedos. Keating & Cowan [141]

found that reflected light may contribute significantly to the planetary flux at secondary

eclipse for WASP-43b in the WFC3 bandpass. In order to determine whether reflected light

is important in the WFC3 bandpass for HAT-P-7b, we performed a simple fit to a model

of the combined reflected light and thermal emission for a planet whose emission can be
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Figure 2.9: Changes in the emission spectra and T-P profiles of the 1D models as a function
of the metallicity ([M/H]) and heat redistribution (f). All of the T-P profiles and mixing
ratios in the left panels are set up in the same manner as in Figure 2.6, with the shades
of each line corresponding to the dark, middle, and light spectra shown in the right panels.
The top panels show that increasing both [M/H] and f simultaneously produces the same
temperature in the lower atmosphere. The bottom panels show how at higher [M/H] the
inversion gets stronger and emission features begin to appear. The emission features are
most apparent at high metallicities between 2 � 4 µm.
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described as a blackbody and that has a constant geometric albedo across all wavelengths.

For such a planet, the flux from the planet can be described by

Fp

Fs
= Ag

✓
Rp

a

◆2

+
B�(Td)

Fs,ph

✓
Rp

Rs

◆2

(2.2)

where Fp
Fs

is the planet-to-star flux ratio, Ag is the geometric albedo, Rp is the planet radius,

Rs is the stellar radius, a is the distance between the planet and star, B�(Td) is the blackbody

flux at the planetary dayside temperature Td, and Fs,ph is the stellar flux in each bandpass

[141]. Fs,ph was determined by interpolating between Phoenix models [128] using the Python

package pysynphot to obtain a model with T = 6441 K, log(g) = 4.02 cm s�2, and [Fe/H]=

0.15, which are the stellar parameters for HAT-P-7 [300]. For this model, B�(Td) and Fs,ph

were both integrated over the bandpasses of the data.

We fit this model to a combined data set including our WFC3 data and the Spitzer

and Kepler data from Wong et al. [323] using the emcee Python package [82]. The free

parameters in this fit were the geometric albedo Ag and the planetary dayside temperature

Td. This fit is shown by the green line in Figure 2.4. We found HAT-P-7b to have a

geometric albedo of Ag = 0.077±0.006 and a dayside temperature of Td = 2654±17 K. The

albedo and dayside temperature are correlated, but well constrained by the combined data

set because the infrared data, and the Spitzer data in particular, are primarily sensitive to

the temperature, while the Kepler data add sensitivity to the reflected light. This estimate

of the albedo is fairly consistent with previous estimates of HAT-P-7b’s albedo [44, 216, 323].

Because the geometric albedo is a function of wavelength, it could be different in the

Kepler and WFC3 bandpasses. To ensure that fitting with a single geometric albedo was

valid, we also performed a fit to the WFC3 and Spitzer data including only thermal emission.

This fit had a best-fit temperature of Td = 2692 ± 14 K. We found through an F test that

including an albedo parameter does not significantly improve the fit at these wavelengths

longer than 1 µm. Therefore, the WFC3 and Spitzer data can be fit well by a single-
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temperature blackbody, and the albedo is constrained primarily by the planet-to-star flux in

the Kepler bandpass. Contrary to what Keating & Cowan [141] found for WASP-43b, the

contribution of reflected light in the WFC3 bandpass is insignificant for HAT-P-7b.

Although we found that HAT-P-7b has a low albedo, Sudarsky et al. [285] suggest that

very hot giant planets with effective temperatures over 1500 K should have high albedos, as

they should have silicate clouds forming high in their atmospheres. For example, MgSiO3

should condense at a pressure of about 0.3 bar [285]. However, both our 3D and 1D models

of HAT-P-7b predict the presence of TiO/VO high in its atmosphere, at pressures around

0.1-0.001 bar. The presence of such strong optical absorbers above the hypothesized silicate

cloud deck could explain the low albedo that we observe.

Assuming that the planetary Bond albedo is equal to its geometric albedo, we can use the

simple thermal and reflected light fit to calculate the heat redistribution across the surface

of the planet. The heat redistribution is given by the equation

Td = T0(1 � AB)1/4
✓

2

3
� 5

12
✏

◆1/4

(2.3)

where T0 = Ts

q
Rs
a is the irradiation temperature, Ts is the stellar temperature, AB is the

Bond albedo, and ✏ is the redistribution efficiency [260]. ✏ is the inverse of the parameter

f used in our 1D modeling, so smaller values of ✏ indicate less efficient heat redistribution.

Using this equation, we find that the redistribution is ✏ = 0.38 ± 0.11, which indicates that

HAT-P-7b has very inefficient heat redistribution.

2.3 Discussion

1D grid modeling of the spectrum of HAT-P-7b suggests that the atmosphere contains a ther-

mal inversion, and constrains the metallicity ([M/H] = �0.87+0.38
�0.34) and carbon-to-oxygen

ratio (C/O< 1 at 99% confidence). The new self-consistent 1D model developed in this

paper, which assumes thermochemical and radiative-convective equilibrium, allows measure-

27



ment of the atmospheric metallicity even though no molecular features are directly observed

because of the effect of metallicity on the strength of the inversion. Figure 2.10 shows the at-

mospheric metallicity as a function of planet mass for solar system planets [325, 80, 139, 277]

and exoplanets. The exoplanet measurements plotted in Figure 2.10 are based on either wa-

ter abundances (red points) or the new self-consistent modeling developed in this paper

(blue points). The exoplanet data plotted in this figure, and their sources, are listed in

Table 2.2. The inferred metallicity of HAT-P-7b is well below the metallicity predicted by

the trend in Figure 2.10. The low metallicity of HAT-P-7b could just be due to the expected

intrinsic scatter around this trend [84]. Alternatively, Madhusudhan et al. [186] predicted

that sub-solar oxygen and carbon abundances could indicate a planet that formed farther

away from its star and then underwent disk-free migration. They also predicted that planets

which formed in this manner would have super-solar C/O ratios. Our upper limit on the

C/O for HAT-P-7b does not definitively reveal whether its C/O ratio is super- or sub-solar,

so more observations will be necessary to determine whether this theory can explain its low

metallicity. This new modeling has the potential to reveal the compositions of other planets

with blackbody-like spectra, such as WASP-12b [287].

The 1D modeling also strongly constrains the dayside temperature because the atmo-

sphere is almost isothermal over the bandpass observed by HST and Spitzer, and shows that

HAT-P-7b has very poor heat redistribution. This agrees with a simple model of combined

emitted and reflected light, which also shows that HAT-P-7b has a high dayside tempera-

ture, weak heat redistribution, and a low albedo. This is also in agreement with previous

Spitzer phase curves of HAT-P-7b, which showed that the planet had a hot dayside with

T = 2667 ± 57 K, a very low albedo, and weak heat redistribution [323]. The weak heat

redistribution predicted by these models fits the general trend that has been observed that

planets at higher irradiation temperatures have less efficient heat redistribution, and there-

fore warmer daysides [260].

Although the 1D modeling indicates that HAT-P-7b has a thermal inversion due to
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Figure 2.10: Trend in atmospheric metallicity vs. mass for solar system planets [black points,
325, 80, 139, 277] and exoplanets with visible water features (red points, see Table 2.2). Blue
points show results for planets without clear molecular detections, for which the metallicities
have been determined using the new self-consistent modeling developed in this paper and in
Arcangeli et al. [6]. The black dotted line is a fit to the values for the solar system planets,
but plateauing at 1 once the planet metallicity equals the stellar metallicity.
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Table 2.2: Exoplanet mass and metallicity data plotted in Figure 2.10

Name Planet
Mass

(Mjup)

Source Planet
Metallicity
(⇥ solar,
1� range)

Source Stellar
Metallicity
([M/H] or
[Fe/H])

Source

HAT-P-7ba 1.78 Pál et al.
[227]

0.06 � 0.3 this work 0.15 ± 0.08 Torres et al.
[300]

HAT-P-
11bb

0.081 Bakos et al.
[9]

3.0 � 300 Fraine et al.
[85]

0.33 ± 0.07 Torres et al.
[300]

HAT-P-
26bb

0.059 Hartman
et al. [111]

0.8 � 26.3 Wakeford et al.
[316]

0.10 ± 0.08 Torres et al.
[300]

HD
209458b 0.69 Torres et al.

[301]
0.06 � 9.8b Line et al. [175]

0.00 ± 0.05
Torres et al.

[301]0.1 � 1.0c Brogi et al. [30]
WASP-
12bb

1.41 Hebb et al.
[113]

0.3 � 20.0 Kreidberg
et al. [162]

0.07 ± 0.07 Torres et al.
[300]

WASP-
18ba

10.2 Triaud et al.
[303]

0.6 � 2.0 Arcangeli et al.
[6]

0.11 ± 0.07 Torres et al.
[300]

WASP-
39bb

0.28 Faedi et al.
[74]

105 � 199 Wakeford et al.
[317]

�0.12±0.10 Faedi et al.
[74]

WASP-43b 2.03 Gillon et al.
[97]

0.4 � 1.7b Stevenson
et al. [283] �0.05±0.17

Hellier et al.
[114]0.3 � 1.7d

WASP-
103ba

1.49 Gillon et al.
[98]

10 � 53 Kreidberg
et al. [163]

0.06 ± 0.13 Gillon et al.
[98]

aFrom self-consistent modeling
bFrom H2O detection
cFrom low-resolution + high-resolution spectroscopy
dFrom CO + CO2
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absorption by TiO/VO, this inversion is not definitively observed because the data can be

well-fit by a blackbody with T = 2692 ± 14 K. The best-fitting 1D model suggests that

the atmosphere does contain a thermal inversion, and that the WFC3 and Spitzer data

sample a part of the atmosphere near the tropopause where the T-P profile switches from

non-inverted to inverted. In this region, the contribution functions are wide relative to the

scale of the changes in the T-P profile, so the observations all appear to probe regions of

similar temperatures and produce a featureless spectrum. However, this case can not be

distinguished from a completely isothermal atmosphere. Even our model does not return

a perfectly isothermal atmosphere, and it is possible that there are spectral features in the

WFC3 bandpass below our level of precision. The WFC3 spectrum of WASP-18b, which

has a signal-to-noise nearly four times that of our spectrum, shows some subtle emission

features, and so a higher-precision spectrum of HAT-P-7b may reveal a similar structure [6].

The 1D modeling also indicates that the blackbody-like spectrum of HAT-P-7b is pro-

duced because we are probing a range of pressures in the atmosphere, all of which have similar

temperatures, and not just because only one pressure level is probed at all wavelengths. How-

ever, water dissociation in the upper atmosphere does limit the range of pressures probed.

Other similar hot planets, like WASP-18b and WASP-103b, display muted spectral features

in the WFC3 bandpass because of water dissociation and H� opacity [6, 163, 233].

We also modeled the spectrum of HAT-P-7b with a 3D GCM. However, the GCM is

unable to precisely reproduce the observed spectrum. Both the solar composition and the

low-metallicity GCMs are colder on the dayside than the data suggest, which could be due to

increased Lorentz forces causing more drag in the atmosphere or nightside clouds warming

the planet. Additionally, the modeled spectra appear to have small emission features, which

do not match the observed blackbody-like spectrum. In order to understand the cause of

this discrepancy between the 3D GCM and the data for very hot planets like HAT-P-7b,

more spectroscopic data are required over wider wavelength ranges and a larger parameter

space exploration of parameters such as metallicity and Ti/O ratio in the GCM is needed.

31



Overall, the large dayside temperature of HAT-P-7b is extremely puzzling as the very low

heat redistribution it implies cannot be reproduced by current GCMs. More observations and

theoretical work are needed to understand what causes such a poor energy redistribution.

Additionally, because our observations did not reveal any spectral features, further obser-

vations will be necessary to confirm the low value of the planet’s metallicity. The James

Webb Space Telescope (JWST ) will have the ability to spectroscopically observe thermal

emission of transiting planets over a large wavelength range. Spectroscopic observations of

thermal emission with JWST at the wavelengths covered by Spitzer, where the GCM mod-

els for HAT-P-7b show the largest differences from each other, could resolve the discrepancy

between the GCM and the observations. High-resolution spectroscopy [274] could also aid

in understanding the thermal structure of HAT-P-7b by directly detecting the TiO respon-

sible for the thermal inversion, as Nugroho et al. [221] did for WASP-33b. Additionally,

phase curves taken using JWST or the Atmospheric Remote-sensing Exoplanet Large-survey

[ARIEL, 298] could determine if nightside clouds are responsible for heating the dayside to

temperatures above those predicted by the GCM.
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CHAPTER 3

EVIDENCE FOR H2 DISSOCIATION AND RECOMBINATION

HEAT TRANSPORT IN THE ATMOSPHERE OF KELT-9B

As described in the previous chapter, the atmospheres of ultra-hot Jupiters are expected to

undergo molecular dissociation, which can significantly influence heat transport throughout

their atmospheres [233]. In particular, H2 dissociates into hydrogen atoms on their daysides

and recombines near the terminator [22, 155, 230]. This process is predicted to distribute

significant energy in a manner similar to latent cooling from water evaporation, with heat

deposited in the regions where H recombines into H2 [22]. Such heat redistribution should

lead to smaller phase curve amplitudes [22, 155]. H2 dissociation also provides a source of

hydrogen atoms for the production of H�, which is an important opacity source for ultra-hot

Jupiters [6].

In order to test predictions for energy transport in ultra-hot Jupiters, we present a phase

curve of the transiting planet KELT-9b observed with the Spitzer Space Telescope at 4.5 µm1.

KELT-9b is the hottest known planet, with a dayside temperature of ⇠ 4500 K [94]. This

ultra-hot planet has been shown previously to contain neutral and ionized metals [120, 121],

and it is predicted to be heavily influenced by H2 dissociation/recombination [22, 155, 146,

178]. It is also predicted to be too hot for clouds to form, even on the nightside, which

simplifies potential interpretations of its phase curve [146]. We describe our observations

and data reduction process in Section 3.1. We compare our observations to a set of general

1. This chapter is based on Mansfield et al. [200], which was coauthored by Jacob L. Bean, Kevin B.
Stevenson, Thaddeus D. Komacek, Taylor J. Bell, Xianyu Tan, Matej Malik, Thomas G. Beatty, Ian Wong,
Nicolas B. Cowan, Lisa Dang, Jean-Michel Désert, Jonathan J. Fortney, B. Scott Gaudi, Dylan Keating,
Eliza M.-R. Kempton, Laura Kreidberg, Michael R. Line, Vivien Parmentier, Keivan G. Stassun, Mark R.
Swain, and Robert T. Zellem. M. Mansfield reduced and analyzed the data presented in this chapter and led
the data-model comparison. J. L. Bean is PI of the Spitzer program 14059 which obtained the observations
of KELT-9b. K. B. Stevenson assisted in data reduction. T. D. Komacek and X. Tan created the 3D
GCMs described in Section 3.2. T. J. Bell created the energy balance model described in Section 3.3. M.
Malik created the 1D models used in Figure 3.7. T. G. Beatty and D. Keating performed independent data
reductions to test the dependence of the results on the reduction method. I. Wong identified the periodic
stellar signal discussed in Section 3.1. All other authors are co-Is on Spitzer program 14059
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Figure 3.1: Contour plots showing the pointing in each of the two AORs. AOR 1 is in solid
contours and AOR 2 is in dashed contours. The two pointings overlap significantly, allowing
construction of an accurate pixel sensitivity map spanning the entire observation period.

circulation models (GCMs) in Section 3.2 and energy balance models in Section 3.3. We

discuss our results in Section 3.4.

3.1 Observations and Data Reduction

We observed a single phase curve of KELT-9b with the InfraRed Array Camera (IRAC) at

4.5 µm on October 22-24, 2018 as part of a Cycle 14 large program (program ID: 14059). We

used the subarray mode with 0.4-second frame times. Before beginning science observations,

we performed a standard 30-minute pre-observation using the PCRS peak-up to mitigate

spacecraft drift. Science observations were divided into two contiguous astronomical obser-

vation requests (AORs), which lasted for 22.3 and 18.6 hr, respectively. The two AORs had

significant overlap in pointing, as shown in Figure 3.1, and this observation had the most

stable pointing overall of the nine phase curves observed to date in program 14059. A total

of 371,392 frames were observed. We chose not to analyze the 30-minute pre-observation

because it fell on a region of the detector that has little overlap with the two science AORs.

We reduced the data using the Photometry for Orbits, Eclipses, and Transits (POET)

pipeline [37, 281, 52]. We tested a range of fixed and variable aperture sizes [169] and found
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the smallest scatter was achieved with a fixed circular aperture with a radius of 2.5 pixels.

We binned sets of 4 images together for the data reduction because we found that this

is the smallest bin size that produces a strong constraint on the Point Response Function

Full Width at Half-Maximum (PRF FWHM). We modeled position-dependent systematics

using Bilinearly Interpolated Subpixel Sensitivity (BLISS) mapping with a step size of 0.006

pixels [281]. The BLISS map is shown in Figure 3.2. We also decorrelated against the PRF

FWHM, as this has been recently shown to improve the fit quality [210]. We tested models

with linear, quadratic, and cubic dependences on the PRF FWHM in both the x and y

directions, as well as a model without this dependency, and found that a linear model in

both directions provides the preferred solution as determined by the Bayesian Information

Criterion (BIC)2. Additionally, we modeled a long-term linear trend over the entire phase

curve. We tested a quadratic long-term trend and found that the linear trend is favored,

with a �BIC= 8. Figure 3.3 shows the trends over time of the parameters we decorrelate

against.

We modeled the phase-dependent emission of KELT-9b using a two-term sinusoid of the

form

Fp = A1 cos


2⇡(t � t1)

p

�
+ A2 cos


4⇡(t � t2)

p

�
, (3.1)

where t is time, p = 1.4811 d is the orbital period, and A1, A2, t1, and t2 are free parameters.

The second sinusoid allows a fit to an asymmetric phase curve and has been used to model

several other phase curves [e.g., 148, 283]. We tested models using one or three sinusoids,

but found a model with two sinusoids is preferred with a �BIC= 8 compared to a one-term

model and a �BIC= 21 compared to a three-term model. This test gives us additional

confidence in our analysis because third-order harmonics should not exist on a static map

[48] We additionally tested for the presence of ellipsoidal variations by fixing the offset t2

to a time chosen such that the sinusoid has maxima at quadrature and minima at transit

2. The usefulness of the BIC is limited in this case because BLISS mapping involves several free parameters
that are not counted, but the �BIC can still be used to differentiate between models with different numbers
of parameters.
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Figure 3.2: BLISS map illustrating the position-dependent pixel sensitivity. Yellow (purple)
colors indicate regions of the pixel that are more (less) sensitive. Sensitivity drops with
distance from the pixel center at (15.0,15.0), as expected.

Figure 3.3: Trends over time of the main parameters we decorrelate against: a long-term
linear ramp (top) and the PRF FWHM in the x (middle) and y (bottom) directions. Blue
lines show the best-fit models, and black points show the data. The data were binned into
sets of 4 frames for the analysis, but for clarity the data here and in the other figures in this
chapter are shown binned into 180 bins of 2037 frames each (⇡ 15 min/bin). The vertical
dashed line indicates the break between the two AORs, where a slight change in telescope
pointing causes a jump in the PRF FWHM.
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and eclipse [269]. We found no evidence for ellipsoidal variations above the noise level of the

observations, and so left t2 as a free parameter in the final fit. We fit the transit and eclipses

using the model of Mandel & Agol [194], and used a linear model of stellar limb darkening

during the transit.

Wong et al. [324] found an additional periodicity in TESS phase curves of KELT-9b

with a period of ⇡ 7.6 hr and semi-amplitude of 117 ppm, which they attribute to stellar

pulsations. We confirm the presence of this periodicity through a periodogram analysis of

the residuals to our fit. We therefore include a model for this periodicity in our analysis

using the equation

F⇤ = 1 + ↵ sin


2⇡(t � T0)

⇧

�
+ � cos


2⇡(t � T0)

⇧

�
, (3.2)

where T0 is the transit midpoint and ↵, �, and ⇧ are free parameters. We find that including

these pulsations has an almost negligible influence on our fitted phase curve parameters,

which is not surprising because the planet’s thermal emission at these infrared wavelengths

is more than ten times larger than the stellar pulsation signal. Nevertheless, we retrieve a

period and amplitude for the signal consistent with that of Wong et al. [324], and including

it in our model removes some of the correlated noise present in the raw phase curve.

We estimated the parameters using a Differential Evolution Markov Chain Monte Carlo

(MCMC) fit [293] with uniform priors for all parameters. Figure 3.4 shows a pairs plot

from the MCMC fit and Table 3.1 lists the values of all fitted parameters. The data exhibit

time-correlated noise, so we followed the red noise correction procedure of Diamond-Lowe

et al. [57] and included this effect in our uncertainty estimates using the wavelet analysis

described by Carter & Winn [39]. We initially fit for the � parameter described in Carter &

Winn [39], and then in the final MCMC fixed it to the best-fit value of � = 0.58.

The detrended phase curve is shown in Figure 3.5. The RMS of the residuals when

binning the data into 180 points (⇡ 15 min/bin) is 118 ppm, and the photon noise is 60 ppm.
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Figure 3.4: Pairs plot showing the key parameters we fit for in the phase curve of KELT-9b.
Parameter abbreviations are defined in Table 3.1 and Equation 3.1.
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Fitted Parameters Value
Transit Midpoint [BJDTDB] 2458415.36261(16)

Rp/Rs 0.08004(41)
Linear Limb Darkening, u1 0.203(23)

Eclipse 1 Midpoint [BJDTDB] 2458414.62237(32)
Eclipse 2 Midpoint [BJDTDB] 2458416.10367(37)
Eclipse Duration, T14 [days] 0.16255(47)

Eclipse Depth, D [%] 0.3131(62)
A1 [ppm] 975(32)

t1 [BJDTDB] 2458414.5544(90)
A2 [ppm] 89(22)

t2 [BJDTDB] 2458414.555(33)
↵ [ppm] 0(7)
� [ppm] �140(20)
⇧ [hr] 7.56(0.13)

Linear Ramp, v [ppm/day] 157(36)
Linear Fit to x PRF FWHM, PRFx �0.1143(43)
Linear Fit to y PRF FWHM, PRFy 0.0451(51)

Derived Parameters Value
Phase Curve Amplitude, A 0.609 ± 0.020

Phase Offset [�] 18.7+2.1
�2.3

Dayside Brightness Temperature, Tday [K] 4566+140
�136

Hottest Hemisphere Brightness Temperature [K] 4636+145
�138

Nightside Brightness Temperature, Tnight [K] 2556+101
�97

Day-Night Temperature Contrast, AT 0.440+0.017
�0.016

Table 3.1: Best-fit values and errors on all free parameters in the final fit and physical pa-
rameters derived from the fit. Numbers in parentheses give 1� uncertainties on the least
significant digits. Errors on derived temperatures incorporate the error in the stellar tem-
peratures.
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Table 3.1 lists several parameters derived from the phase curve, including the dayside and

nightside brightness temperatures (4566+140
�136 K and 2556+101

�97 K, respectively), which were

derived using PHOENIX models for the star [128]. The error on our derived temperatures

incorporates the relatively large error on the stellar effective temperature of KELT-9 [Te↵ =

10170 ± 450 K, 94]. The dayside temperature we observe at 4.5 µm is consistent with the

temperature of 4600 ± 150 K observed in the z ’ band [94], which is expected from some

1D models of KELT-9b’s atmosphere given the measurement uncertainties [192]. We also

derived a day-night temperature contrast of

AT =
Tday � Tnight

Tday
= 0.440+0.017

�0.016, (3.3)

an amplitude of

A =
Fmax � Fmin

Fmax
= 0.609 ± 0.020, (3.4)

and a phase offset of 18.7+2.1
�2.3

�.

To ensure the robustness of our results, we tested analyzing the two AORs separately and

analyzing a phase curve with the bump in the data at BJDTDB ⇡ 2458415.8 d masked out,

and in all cases derived phase offsets and amplitudes that were consistent to within 1�. These

data were also analyzed independently by T. Beatty and D. Keating to test for dependence

on the data reduction method. The resulting amplitudes and phase offsets agreed within

1.5�. A combined analysis of these data with a Spitzer 3.6 µm phase curve of KELT-9b will

be presented in a future paper (T. Beatty et al. in prep.).

3.2 Comparison to General Circulation Models

We used the GCM of Tan & Komacek [289] to compare the phase curve to numerical pre-

dictions. This GCM includes the effects of cooling due to dissociation of molecular hydrogen

and heating from recombination of atomic hydrogen, along with changes in the specific heat

and specific gas constant due to H2 dissociation/recombination. The dynamical core of the
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Figure 3.5: Phase curve of KELT-9b (black points) and best-fit model (blue line). The dashed
vertical line shows the break between the two AORs. The lower panel shows residuals to
the model fit. The RMS of the residuals at this binning is 118 ppm, and the photon noise is
60 ppm.

MITgcm solves the primitive equations of motion on a cubed-sphere grid [2]. We used a

double-grey approximation, with one visible and one infrared band in the radiative transfer

calculation [153], the opacity of which depends on pressure alone3. This opacity profile is

the same as used in [289]. We use this simplified opacity profile for our idealized model

because relevant opacities have not been calculated exactly at the temperature of KELT-9b

[87] and our GCM setup is unable to fully capture dayside-to-nightside opacity differences.

We used 192 grid points in longitude and 96 in latitude, with 50 vertical levels evenly spaced

in log-pressure from 1 mbar to 100 bars. We chose a model top of 1 mbar because the

pressure-dependent double-grey opacity scheme used in the GCM does not apply at low

pressures [244]. We fix the stellar Te↵ , a/R⇤, and Rp/R⇤ to the values from Gaudi et al.

[94].

3. The thermal opacity profile is log10 th = 0.0498(log10 p)
2 � 0.1329 log10 p � 2.9457 and the visible

opacity profile is log10 v = 0.0478(log10 p)
2 � 0.1366 log10 p � 3.2095, with opacity in units of m2kg�1 and

pressure is in units of Pa.
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Figure 3.6: Phase-folded phase curve of KELT-9b (black data points). The transit at phases
of 0 and 1 is omitted to better show the phase variation. Green, purple, and gold lines show
GCMs with drag timescales of 103, 105, and 107 seconds, respectively (Section 3.2). Solid
and dashed lines indicate GCMs with and without the effects of H2 dissociation and recom-
bination, respectively. The red line shows the EBM including the effects of H2 dissociation
and recombination (Section 3.3).

We performed multiple GCM experiments with varying frictional drag to crudely rep-

resent magnetic effects [235, 245, 249] and/or large-scale turbulence [329, 88]. We used a

Rayleigh drag that is linear in wind speed, fdrag = �u/⌧drag, where u is velocity and ⌧drag

is the frictional drag timescale. We considered a broad range of frictional drag timescales

⌧drag = 103
, 105

, 107 s, to represent the unknown dipolar magnetic field strength [326] and/or

length-scale of instabilities [151]. Frictional drag begins to strongly affect the circulation for

⌧drag . 105 s [153], while ⌧drag = 107 s represents very weak drag. For each assumed

drag timescale, we ran GCM experiments both including and not including the effects of H2

dissociation, resulting in six separate GCM experiments. Our simulations with weak drag

have an eastward equatorial jet, while our simulations with strong drag have day-to-night

flow at photospheric levels. We compare the simulated phase curves to the observations in

Figure 3.6.

We compare our observations to the models using the derived amplitude listed in Ta-
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ble 3.1. The observed low amplitude A = 0.609 ± 0.020 indicates significant heat redis-

tribution from the hot dayside. Overall, we find that simulations including the impact of

H2 dissociation/recombination and with relatively weak drag provide a better match to

the phase curve amplitude, while those without H2 dissociation/recombination and/or with

strong drag predict too-large amplitudes and too-cold nightsides.

Recent work has suggested that, in many cases, differences in opacity on the day- and

nightsides of hot Jupiters may lead to different pressures being probed through the phase

curve in the 4.5 µm bandpass [58]. This can complicate an otherwise straightforward deter-

mination of the amount of heat transport in the atmosphere, because the observed day-night

temperature contrast may be partially due to the changing photospheric pressure. To deter-

mine the impact this could have on our measurements, we modeled the dayside and nightside

emission using the 1D radiative transfer code HELIOS [192]. We used dayside and nightside

temperature-pressure (T-P) profiles from the GCM run with ⌧drag = 107 and including the

effects of H2 dissociation/recombination. Figure 3.7 shows the contribution functions for the

Spitzer bandpass using these T-P profiles. We found that the 4.5 µm photosphere was at a

pressure of ⇡ 10 mbar on both the dayside and the nightside. Since the dayside and nightside

4.5 µm photospheres are at approximately the same pressure, the temperature difference we

observe is primarily due to horizontal heat transport.

We also observe a large phase offset of 18.7+2.1
�2.3

�. While the GCM experiments including

H2 dissociation and recombination are able to explain the small amplitude of the phase

curve, none of the simulations predict the large offset we observe. The simulations predict

an offset of no more than 5�, which is inconsistent with our observations at > 5� confidence.

3.3 Comparison to Energy Balance Models

As a second test of the impact of H2 dissociation and recombination on the phase curve

of KELT-9b, we compare our findings to the open source Bell_EBM4 energy balance model

4. https://github.com/taylorbell57/Bell_EBM
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Figure 3.7: Temperature-pressure profiles from the GCM run with ⌧drag = 107 and including
the effects of H2 dissociation. The dayside and nightside averaged profiles are shown in red
and black, respectively. Dashed lines show contribution functions for the center of the Spitzer
4.5 µm bandpass from 1D modeling using HELIOS [192]. The photosphere is at ⇠ 10 mbar
on both the day- and nightsides.

[EBM, 22]. We use this analytic model in addition to the GCM because it allows us to

perform a fit to the data and retrieve parameters that can be compared for models with

and without H2 dissociation/recombination. The EBM was fit to the phase curve using the

MCMC package emcee [82]. In order to allow convergence in a reasonable time frame, we

fixed the 4.5 µm reference pressure to P0 = 0.1 bar and fixed the stellar Te↵ , a/R⇤, and

Rp/R⇤ to the values from Gaudi et al. [94]. We use P0 = 0.1 bar because it is the approximate

depth at which heat is deposited and re-radiated and because longer convergence times at

lower pressures mean that it is unfeasible to run even a simplified EBM fit at lower pressures.

We fit for the wind speed in the planet’s rotating reference frame (vwind) and the planet’s

Bond albedo (AB). To convert the planet’s temperature map into a light curve, we used a

4.5 µm stellar brightness temperature of 8287 K found using a PHOENIX stellar model with

Te↵ = 10200 K [128].

Our initial fits showed that the EBM was generally able to recover the phase offset and

amplitude of the phase curve, but the fitted phase curve was too sharply peaked which re-
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sulted in an overall poor fit. To improve the fit, we considered another model including a

deep redistribution term that redistributes some fraction of the absorbed stellar flux uni-

formly around the planet. This term mimics the deeper layers (below ⇠10 bars) of GCMs

which are nearly longitudinally isothermal as the radiative timescale increases rapidly with

depth [e.g., 267, 244]. This parameter allowed the EBM to fit the data well with a reduced

chi-squared of 1.4 for a model with ⇡ 21 % of the absorbed flux redistributed uniformly.

The best-fit EBM is shown in Figure 3.6.

The model including the effects of H2 dissociation and recombination gives a vwind of

6.1 km s�1, which is on the same order of magnitude as expected for typical ultra-hot Jupiters

and is similar to the ⇡ 5 km wind speed in our GCM [151] . Meanwhile, neglecting the effects

of H2 dissociation/recombination requires an unphysically high wind speed of 67 km s�1 to

explain the observed heat redistribution, which is further evidence of the impact of H2

chemistry on the planet’s circulation. The model also gives an albedo of 0.195±0.010, which

is similar to derived Bond albedos for other ultra-hot Jupiters [261, 331, 163].

3.4 Discussion

The most striking result from the KELT-9b phase curve is the small amplitude, which shows

the influence of H2 dissociation/recombination on this planet. Recent work accounting for

H2 dissociation/recombination has demonstrated that the cooling and heating from these

processes can transport significant heat, leading to reduced phase curve amplitudes on the

hottest ultra-hot Jupiters [22, 155]. When H2 dissociation is not taken into account, hotter

planets are expected to have less heat transport because of their shorter radiative timescales

[e.g., 268, 47]. Assuming a solar composition gas and using our model photospheric pressure

of P ⇡ 10 mbar, we estimate that KELT-9b has an extremely short radiative timescale of

⌧rad ⇡ 30 s [268]. With that short radiative timescale, and ignoring the effects of H2 dissoci-

ation/recombination and frictional drag, the theory of [154] and [332] predicts a normalized

dayside-to-nightside temperature contrast of 0.999, much greater than the observed value of
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0.440+0.017
�0.016 . Note that including the effects of frictional drag would only act to increase the

dayside-to-nightside temperature contrast [153].

This result extends the interpretation of the phase curves of WASP-33b and WASP-

103b, two ultra-hot Jupiters which were previously shown to have warm nightsides [331,

163]. These two planets, which both have dayside brightness temperatures around 3000 K,

were hypothesized to be impacted by H2 dissociation/recombination [22, 155]. The extreme

irradiation of KELT-9b enhances the impact of H2 dissociation on the phase curve and

provides stronger evidence for this process on ultra-hot Jupiters.

The reduced phase curve amplitude is well fit by both GCMs and the analytic EBM

when the effects of H2 dissociation/recombination are included. We find that relatively

weak ⌧drag � 105 s is required to match the nightside flux, but strong drag better explains

the hot dayside. Additionally, none of the GCMs reproduce the large offset we observe.

The large offset could be due to MHD effects that are not currently accounted for in the

GCM used in this work. Future work investigating how magnetic effects influence both the

phase curve offset and amplitude [e.g., 249, 250, 118] could shed light on the remaining

discrepancies between the Spitzer observations and GCMs.
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CHAPTER 4

A HOT JUPITER SPECTRAL SEQUENCE WITH EVIDENCE

FOR COMPOSITIONAL DIVERSITY

In Chapters 2 and 3, our observations of HAT-P-7b and KELT-9b demonstrated how ultra-

hot Jupiter secondary eclipse spectra and phase curves are affected by molecular dissociation

in their atmospheres. The combined influences of molecular dissociation and H� opacity

provide good explanations for several other featureless HST secondary eclipse spectra of

ultra-hot Jupiters (e,g., WASP-18b, 6; WASP-103b, 163). However, the population of ultra-

hot Jupiters shows a diversity of secondary eclipse spectra which cannot be explained by

molecular dissociation and H� opacity alone. For example, WASP-121b, which has a dayside

temperature of Tday ⇡ 2650 K, is nearly the same temperature as HAT-P-7b and yet shows

subtle emission features in its secondary eclipse spectrum [211]. Kepler-13Ab, which is one

of the hottest known ultra-hot Jupiters at Tday ⇡ 3300 K, shows signs of water absorption

features [16].

In order to better understand this diversity of hot Jupiter secondary eclipse spectra, we

conducted a population study of all 20 hot Jupiters which have been observed in secondary

eclipse using the HST/WFC3 instrument between 1.1 � 1.7 µm1. Similar population-level

studies have been done for brown dwarfs [195] and transmission spectra of hot Jupiters [270],

but there has been no unified, population-level study of the thermal emission spectra of hot

Jupiters.

1. This chapter is based on a paper currently in review by Megan Mansfield, Michael R. Line, Jacob
L. Bean, Jonathan J. Fortney, Vivien Parmentier, Lindsey Wiser, Eliza M.-R. Kempton, Ehsan Gharib-
Nezhad, David K. Sing, Mercedes López-Morales, Claire Baxter, Jean-Michel Désert, Mark R. Swain, and
Gael M. Roudier. M. Mansfield reduced and analyzed the new data presented in this chapter and led the
data-model comparison. M. Mansfield is also the PI of the HST program GO-16168, which obtained the
observations of WASP-77Ab presented in this chapter. M. R. Line created the 1D exoplanet model grids
presented in Section 4.2, while the brown dwarf model grids were created by L. Wiser. E. Gharib-Nezhad
generated opacities and absorption cross-sections for the 1D models. D. K. Sing and M. López-Morales are
co-PIs of the HST program GO-14767 which obtained the observations of HAT-P-41b, KELT-7b, WASP-
74b, WASP-76b, WASP-79b, and WASP-121b presented in this chapter. All other authors contributed to
the interpretation of the results.
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Manjavacas et al. [195] presented the spectra of 10 of the hot Jupiters in this study but

did not examine in detail the physical causes for the observed spectral features. Melville et al.

[209] similarly examined the spectra of 10 hot Jupiters but only analyzed them in the context

of models with fixed temperature-pressure (T-P) profiles, with no feedback between the T-P

profile and the chemistry. Here we expand on these studies by doubling the sample of hot

Jupiter secondary eclipse spectra and comparing the spectra to a grid of models with fully

consistent T-P profiles to understand in detail what drives their feature strengths. Because

our models combine a set of basic self-consistent assumptions which are expected to hold

true for hot Jupiters (e.g., energy balance in the atmosphere and thermochemical equilibrium

[178]) with a complete set of relevant opacities, we can use them to create self-consistent

predictions for hot Jupiter spectra, which can then be compared to the observed data.

There have also been several population-level studies of photometric observations taken

by Spitzer during secondary eclipse [18, 302, 138, 335, 142, 17, 12, 93, 61]. However, because

these studies focused on broadband photometry, they were only able to generally constrain

hot Jupiter compositions. This study expands on those works by uniformly analyzing all

HST thermal emission spectra and performing a more comprehensive analysis of their com-

positional diversity.

In Section 4.1 we describe our data reduction methods for new reductions of seven hot

Jupiter spectra, as well as a reanalysis of one spectrum from the literature. In Section 4.2, we

describe a grid of 1D radiative-convective-thermochemical equilibrium models we constructed

to compare to the observed spectra. In Section 4.3, we combine our seven new data reductions

and one reanalysis with twelve results from the literature to form a complete sample of all

20 planets observed in secondary eclipse with HST/WFC3+G141 between 1.1 � 1.7 µm.

Finally, we present our conclusions in Section 4.4.
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Planet HST Program # Date(s) of
Observation

Sampling
Sequence

Exposure
Time [s]

Exposures
per Orbit

HAT-P-41b 14767(1) - Sing
et al. [271]

10/09/16 SPARS10,
NSAMP=12

81.089 19

KELT-7b 14767(1) - Sing
et al. [271]

08/18/17 SPARS10,
NSAMP=4

22.317 37

Kepler-13Ab 13308(2) - Zhao
[333]

04/28/14, 10/13/14 SPARS10,
NSAMP=3

7.624 101

WASP-74b 14767(1) - Sing
et al. [271]

05/02/17 SPARS25,
NSAMP=4

69.617 19

WASP-76b 14767(1) - Sing
et al. [271]

11/03/16 SPARS10,
NSAMP=15

103.129 19

WASP-77Ab 16168(2) - Mansfield
et al. [201]

11/07/20, 12/19/20 SPARS25,
NSAMP=6

89.662 18

WASP-79b 14767(1) - Sing
et al. [271]

11/15/16 SPARS25,
NSAMP=7

138.381 13

WASP-121b 14767(1) - Sing
et al. [271], 15134(4)

- Evans [73]

11/10/16-11/11/16,
03/12/18-03/13/18,

03/14/18,
02/03/19, 02/04/19

SPARS10,
NSAMP=15

103.129 16

Table 4.1: Observing details for the eight planets for which new data reductions were de-
scribed in Section 4.1. Numbers in parentheses next to the HST program number indicate
the number of eclipses observed in that program. Note that the spectrum of Kepler-13Ab
was observed in stare mode, while all other observations were taken in spatial scanning mode.

4.1 Data Reduction of New Secondary Eclipse Observations

We reduced and analyzed HST/WFC3+G141 spectra of seven planets. At the time this

study was begun, these were all of the remaining secondary eclipse data sets in the HST

archive that had not been published yet. Since we began this project, results for three planets

have been published [65, 89, 211, 238]. In all of these cases, our reductions produced spectra

consistent with the published results. Table 4.1 lists the details of these observations, which

included single eclipses of HAT-P-41b, KELT-7b, WASP-74b, WASP-76b, and WASP-79b;

two eclipses of WASP-77Ab; and five eclipses of WASP-121b.

We reduced the data using the same data reduction pipeline as was used in Chapter 2 to

reduce the secondary eclipse of HAT-P-7b [161]. We used an optimal extraction procedure

[122] and masked cosmic rays. To subtract the background out of each frame, we visually

inspected the images to find a clear background spot on the detector and subtracted the

median of this background area. The uncertainties on the measurements were determined
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by adding in quadrature the photon noise, read noise, and median absolute deviation of the

background.

Following standard procedure for HST/WFC3 eclipse observations, we discarded the

first orbit of each visit. The spectra of each planet, with the exception of WASP-77Ab,

were binned into 14 channels at a resolution R ⇡ 30 � 40. The observations of WASP-77Ab

showed a higher signal-to-noise which allowed for finer binning, so we binned that spectrum

into 19 channels with a resolution R ⇡ 40 � 60. We also created a broadband white light

curve for each planet by summing the spectra over the entire wavelength range.

We fit both the white light curves and spectroscopic light curves with a model in the

form

M(t) = E(t)(cs + vtvis)(1 � e
�r1torb�r2), (4.1)

where M(t) is the modeled flux, E(t) is an eclipse model found using batman [158], and

the rest of the equation is a systematics model based on Berta et al. [24]. In this system-

atics model, c is a normalization constant, s is a scaling factor to account for an offset in

normalization between scan directions, v is a visit-long linear trend, tvis is the time since

the beginning of the visit, r1 and r2 are the amplitude and time constant of an orbit-long

exponential ramp, respectively, and torb is the time since the beginning of the orbit. For the

white light curves, the free parameters in the eclipse model were the mid-eclipse time T0 and

the planet-to-star flux ratio Fp/Fs. For the spectroscopic light curves, the mid-eclipse time

T0 was fixed to the best-fit value from the white light curve and the only free parameter in

the eclipse model was the planet-to-star flux ratio Fp/Fs.

The single eclipses observed for most of these planets had poor coverage of ingress and

egress, so they could not constrain parameters such as the secondary eclipse time to the

level of precision provided by previous observations. Therefore, following best practices from

previous studies [e.g., 197, 219, 65, 89, 238], all other eclipse parameters were fixed to the

literature values listed in Table 4.2. For the systematics model, c, v, and s were allowed

to vary between visits, while r1 and r2 were fixed to the same values for all visits. Four of
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the data sets (for HAT-P-41b, WASP-74b, WASP-79b, and WASP-121b) only used forward

scanning instead of bi-directional scanning, so for these observations we fixed s = 1. The

first secondary eclipse observation for WASP-121b occurred two years before the other four

observations and showed significant differences in the ramp shape, so we allowed this first

eclipse to be fit with different values of r1 and r2 than the other four visits.

Planet Period [days] a/r⇤ Inclination [�] rp/r⇤
HAT-P-41b 2.694050 [278] 5.45 [278] 87.70 [278] 0.1028 [134]
KELT-7b 2.734770 [278] 5.50 [278] 83.76 [278] 0.0888 [238]

Kepler-13Ab 1.763588 [16] 4.29 [16] 86.04 [16] 0.0874 [16]
WASP-74b 2.137750 [278] 4.86 [278] 79.81 [278] 0.0980 [278]
WASP-76b 1.809882 [89] 4.08 [89] 88.50 [89] 0.1087 [89]

WASP-77Ab 1.360030 [278] 5.43 [278] 89.40 [278] 0.13012 [306]
WASP-79b 3.662380 [278] 7.03 [278] 85.40 [278] 0.1049 [278]
WASP-121b 1.274926 [54] 3.75 [54] 87.60 [54] 0.1245 [54]

Table 4.2: Literature values for fixed eclipse parameters in the light curve models for the
eight data reductions described in Section 4.1.

The data sets for WASP-76b and WASP-79b showed additional correlated noise after

applying this systematic model, so for these two data sets we tested adding an additional

quadratic term to the visit-long trend. While adding this additional term was able to correct

for the correlated noise, it introduced strong degeneracies between the fit parameters and

the planet-to-star flux ratio. In order to avoid these degeneracies, we fit for only a linear

visit-long trend in our final fit and used the divide-white method to correct for the additional

noise [161].

We estimated the parameters with a Markov Chain Monte Carlo (MCMC) fit using the

emcee package for Python [82]. The final secondary eclipse spectra for all of the planets

are shown in Figure 4.1, and the planet-to-star flux ratio in each wavelength bin is listed in

Tables 4.3 and 4.4. The white light curves had reduced chi-squared values between 1.9 <

�
2
⌫ < 15.2. The spectroscopic light curves generally achieved photon-limited precision, with

⇡ 90 % of the light curves having reduced chi-squared values between 0.7 < �
2
⌫ < 2.0.

However, occasional individual spectroscopic light curves had higher reduced chi-squared

values between 2.0 < �
2
⌫ < 3.4. Therefore, before fitting each spectroscopic light curve we
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Wavelength
[µm]

HAT-P-
41b

KELT-
7b

Kepler-
13Ab

WASP-
74b

WASP-
76b

WASP-
79b

WASP-
121b

1.120 � 1.159 207 ± 157 284 ± 51 580 ± 106 288 ± 67 424 ± 44 12 ± 33 914 ± 32
1.159 � 1.197 461 ± 140 328 ± 45 698 ± 103 357 ± 54 589 ± 33 58 ± 60 956 ± 32
1.197 � 1.236 622 ± 91 328 ± 49 666 ± 102 304 ± 57 614 ± 37 297 ± 54 1009 ± 33
1.236 � 1.274 545 ± 95 318 ± 54 866 ± 103 310 ± 55 533 ± 35 298 ± 64 1001 ± 29
1.274 � 1.313 452 ± 84 368 ± 48 992 ± 106 429 ± 48 645 ± 35 155 ± 49 996 ± 30
1.313 � 1.351 503 ± 79 321 ± 50 932 ± 106 401 ± 50 723 ± 33 272 ± 54 1079 ± 32
1.351 � 1.390 590 ± 81 371 ± 54 821 ± 107 407 ± 67 804 ± 33 92 ± 50 1206 ± 30
1.390 � 1.429 515 ± 82 415 ± 51 879 ± 112 346 ± 50 739 ± 36 186 ± 52 1309 ± 31
1.429 � 1.467 561 ± 84 411 ± 53 857 ± 114 486 ± 59 980 ± 37 116 ± 53 1266 ± 31
1.467 � 1.506 501 ± 87 445 ± 55 895 ± 118 428 ± 51 1027 ± 35 130 ± 58 1362 ± 32
1.506 � 1.544 666 ± 89 424 ± 56 1133 ± 124 428 ± 53 993 ± 37 242 ± 57 1311 ± 36
1.544 � 1.583 613 ± 96 439 ± 56 977 ± 128 560 ± 56 1273 ± 40 185 ± 59 1370 ± 36
1.583 � 1.621 687 ± 96 447 ± 64 1363 ± 131 633 ± 71 970 ± 45 333 ± 70 1352 ± 39
1.621 � 1.660 733 ± 106 392 ± 61 967 ± 140 527 ± 61 909 ± 47 168 ± 72 1322 ± 40

Table 4.3: Secondary eclipse spectra for seven of the eight planets for which new data
reductions were performed in this work. The spectrum of WASP-77Ab, which had a higher
signal-to-noise and could therefore be binned at a finer wavelength resolution, is given in
Table 4.4. All eclipse depths are in units of ppm.

re-scaled the uncertainties by a constant factor such that each light curve had �
2
⌫ = 1 to give

more conservative error estimates.

4.1.1 Correction for Companion Stars to WASP-76 and WASP-77A

WASP-76 has a companion star whose spectrum is blended with that of the primary star in

the WFC3 data. We corrected for the presence of this companion star using the following

equation:

Fcorr = Fobs

✓
1 +

FB

FA

◆
, (4.2)

where Fcorr is the corrected planet-to-star flux ratio in a given bandpass, Fobs is the observed

flux ratio in that bandpass including the companion star contamination, FB is the flux of the

companion star in that bandpass, and FA is the flux of the primary star in that bandpass.

We used ATLAS models [41] with temperatures of 6250 K and 4824 K to represent the

primary star and the companion star, respectively [275].

WASP-77A also has a companion star, WASP-77B, which has a projected distance large

enough that their spectra do not overlap in stare mode. However, the spectra of these two
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Figure 4.1: HST/WFC3 secondary eclipse spectra for the eight data reductions presented
in this paper (black points). Black dashed lines indicate best-fit blackbody spectra, and
temperatures above each plot give the corresponding dayside temperature Tday. Red and
blue points show previous data reductions from the literature [16, 65, 89, 211, 238], which
all show good agreement with the results presented here.
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Wavelength [µm] WASP-77Ab
1.120 � 1.148 192 ± 47
1.148 � 1.177 297 ± 46
1.177 � 1.205 384 ± 45
1.205 � 1.234 359 ± 44
1.234 � 1.262 324 ± 43
1.262 � 1.291 354 ± 43
1.291 � 1.319 359 ± 42
1.319 � 1.347 348 ± 42
1.347 � 1.376 313 ± 43
1.376 � 1.404 283 ± 43
1.404 � 1.433 273 ± 44
1.433 � 1.461 271 ± 44
1.461 � 1.489 313 ± 45
1.489 � 1.518 315 ± 46
1.518 � 1.546 346 ± 45
1.546 � 1.575 402 ± 47
1.575 � 1.603 436 ± 48
1.603 � 1.632 499 ± 49
1.632 � 1.660 486 ± 51

Table 4.4: Secondary eclipse spectrum of WASP-77Ab. All eclipse depths are in units of
ppm.

stars overlap during spatial scans. In order to correct for this overlap, we observed a single

stare mode exposure with an exposure time of 0.556 s at the beginning of each of the two

visits. For each visit, we used the optimal extraction method described above [122] to extract

the stare mode spectra of WASP-77A and WASP-77B. We then corrected the observed flux

for the presence of the companion star using the equation

F⇤,corr = F⇤,obs

✓
FA

FA + FB

◆
, (4.3)

where F⇤,corr is the corrected flux in units of electrons, F⇤,obs is the observed flux in units

of electrons, and FA and FB are the observed fluxes of the primary and companion star in

that bandpass, respectively.

4.1.2 Reanalysis of Kepler-13Ab

In addition to the seven new data reductions described above, we performed a reanalysis of

the emission spectrum of Kepler-13Ab. The details for the two observed secondary eclipses of
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Kepler-13Ab are listed in Table 4.1. These data were also reduced using the data reduction

pipeline described in Kreidberg et al. [161], and we again discarded the first orbit of each visit.

We additionally discarded 14 of the 1008 observed spectra because they showed anomalously

low fluxes in the broadband white light curve compared to the rest of the spectra. The

spectrum was binned into 14 channels at a resolution of R ⇡ 30 � 40.

The spectrum of Kepler-13Ab was observed in stare mode. Stare mode observations

commonly show one or more of three types of systematics: a visit-long trend, an L-shaped

hook trend over an individual orbit, and thermal breathing [315]. We tested including all of

these components in our fit and found that only a visit-long trend was necessary to explain

the systematics. Therefore, we fit both the white light curve and the spectroscopic light

curves with a model in the form

M(t) = E(t)(c + vtvis). (4.4)

Following our method for the other data sets, the free parameters in the white light curve

fit were c, v, T0, and Fp/Fs. For the spectroscopic light curves, the free parameters were c,

v, and Fp/Fs, and T0 was fixed to the best-fit value from the white light curve. All other

eclipse parameters were fixed to the literature values listed in Table 4.2. The parameters c

and v were allowed to vary between visits.

We estimated the parameters with a Markov Chain Monte Carlo (MCMC) fit using the

emcee package for Python [82]. The final secondary eclipse spectrum for Kepler-13Ab is

shown in Figure 4.1, and the planet-to-star flux ratio in each wavelength bin is listed in

Table 4.3. The white light curve had a reduced chi-squared of �
2
⌫ = 1.33. The spectroscopic

light curves generally achieved photon-limited precision and had reduced chi-squared values

between �
2
⌫ = 0.94 � 1.08.
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4.2 A 1D Grid of Radiative-Convective-Thermochemical

Equilibrium Models

We created a new grid of self-consistent, 1D hot Jupiter models to compare their emis-

sion spectra to the population of observed planets. These models were generated using the

Sc-CHIMERA code, validated against established brown dwarf models [256] and analytic

models [237], assuming cloud-free, radiative-convective-thermochemical equilibrium atmo-

spheres. The models’ assumption of chemical equilibrium is likely a good approximation for

the highly irradiated planets that make up the majority of our observed population [146].

A two stream source function technique [299] is employed to solve for the planetary thermal

fluxes at each atmospheric level (under the hemispheric mean approximation). We modeled

the stellar flux via a standard two stream approximation (for both direct and diffuse fluxes,

under the quadrature approximation) assuming cosine incident angle of 0.5, utilizing the

PHOENIX models for the stellar spectra [128]. A Newton-Raphson iteration [206] is used to

determine the temperature at each model layer which ensures zero net flux divergence. We

include absorption cross-sections from 0.1 - 100 µm (where available) for H2O, CO, CO2,

CH4, NH3, H2S, PH3, HCN, C2H2, TiO, VO, SiO, FeH, CaH, MgH, CrH, AlH, Na, K, Fe,

Mg, Ca, C, Si, Ti, O, Fe+, Mg+, Ti+, Ca+, C+, H2, H2-H2/He CIA, [182, 292, 165, 96], H�

bound-free and free-free [21, 133], and H2/He Rayleigh scattering, and additional UV opaci-

ties for CO, SiO, and H2[165]. Pre-computed cross-sections were converted into correlated-k

coefficients at a spectral resolution of 250 using a 10 point double Gauss quadrature (with

half covering the top 5% of the correlated-k cumulative distribution function) with mixed-

gas optical depths computed using the random-overlap resort-rebin framework [e.g., 166, 5].

Thermochemical equilibrium molecular abundances were computed using the NASA CEA

Gibbs free energy minimization code [101] combined with elemental rain-out due to conden-

sate formation (all major Si, Fe, Mg, Ca, Al, Na, and K bearing condensates are included)

given the Lodders et al. [176] elemental abundances.
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We parameterized the model atmospheres with a set of five parameters: the stellar ef-

fective temperature (Teff ), the planetary gravity (g), the planetary metallicity (
h

M
H

i
), the

planetary carbon-to-oxygen ratio (C
O), and the planetary internal temperature (Tint). Fig-

ure 4.2 shows the T-P profiles and resultant secondary eclipse spectra for our fiducial model,

which uses system parameters for a standard hot Jupiter (Te↵ = 5300 K, g = 10 m/s2,
h

M
H

i
= 0.0, C

O = 0.55, and Tint = 150 K). Models at different irradiation temperatures were

created by re-scaling the incident stellar spectrum (the PHOENIX model for a given stellar

effective temperature) by the ratio of the desired irradiation temperature to the bolometric

temperature of a planet at 0.05 AU around a 1 solar radius star. We created hot Jupiter

models with irradiation temperatures between 500 � 3600 K, with step sizes of 50 � 200 K.

Following Lothringer & Barman [179], we calculate the absorption mean opacity J

and the Planck mean opacity B at a pressure of 10�2 bar as a function of equilibrium

temperature for our fiducial models. The absorption mean opacity at a given pressure P is

given by

J (P ) =

R1
0 �(T, P )J�(P ) d�R1

0 J�(P ) d�
, (4.5)

where � is the monochromatic true absorption coefficient, J� is the mean intensity at a

given wavelength, and T is the local temperature in the planet’s atmosphere. The Planck

mean opacity is given by

B(P ) =

R1
0 �(T, P )B�(T ) d�R1

0 B�(T ) d�
, (4.6)

where B�(T ) is the Planck function. The absorption mean opacity represents the efficiency

with which the atmosphere can absorb photons, while the Planck mean opacity represents

the efficiency with which the atmosphere can emit photons [179]. Therefore, the ratio J/B ,

which is also shown in Figure 4.2 describes the relative efficiency of stellar absorption vs.

thermal re-radiation. A ratio J/B > 1 generally indicates the presence of a thermal

inversion in the T-P profile. The hot Jupiters in this study can generally be thought of as

emitting most of their radiation at near-infrared wavelengths, whereas incoming starlight
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Figure 4.2: Temperature-pressure (T-P) profiles (top) and resulting dayside planet fluxes
(middle) for the fiducial model grid, which covers approximately the same range of temper-
atures as spanned by the observations. Blue and yellow lines show models with the coolest
and warmest irradiation temperatures, respectively. For clarity, only every other model in
the grid is shown here. Grey shaded bands indicate the “out-of-band” and “in-band” regions
used to calculate the water feature strength (SH2O) described in Section 4.3. The bottom
panel shows the ratio of the absorption mean opacity (J ) to the Planck mean opacity (B)
as a function of equilibrium temperature (Teq) in these models at a pressure of 10�2 bar,
assuming zero albedo and full redistribution. This ratio describes the relative efficiency of
heating vs. cooling in the models [179], and a ratio of J/B > 1 generally indicates the
presence of a thermal inversion in the T-P profile. This panel is plotted with temperature
on the y-axis for ease of comparison to Figure 4.5.
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from their host stars peaks at visible wavelengths. Therefore, increasing the amount of

molecules such as TiO that are optically active at visible wavelengths will increase J , and

increasing the amount of molecules such as H2O that are optically active at near-infrared

wavelengths will increase B .

We also created subset grids as a function of irradiation temperature where a single

parameter dimension was varied while all other parameters were held fixed to their fiducial

model values (no cross-variance). We examined models with a stellar Te↵ = 3300 K, 4300 K,

6300 K, 7200 K, and 8200 K; g = 1 m/s2 and 100 m/s2;
h

M
H

i
= �1.5 and 1.5; and C

O = 0.01

and 0.85. For models with different metallicities, elemental abundance ratios were held

constant while the overall metallicity was re-scaled relative to H. We also created a model grid

where the internal temperature varies with the planetary irradiation temperature following

Equation 3 in Thorngren et al. [295].

Opacity from gaseous TiO/VO is theorized to be a driving force behind the transition

between uninverted hot Jupiter atmospheres with monotonically decreasing T-P profiles and

atmospheres containing thermal inversions [83]. Some previous observations of hot Jupiters

have suggested that vapor TiO/VO may not be present in high-temperature atmospheres

if it is condensed in cooler parts of the atmosphere [e.g., 16]. This process, known as cold-

trapping, effectively works to remove TiO/VO from places in the atmosphere where vaporized

TiO/VO would be expected to be present in equilibrium. In order to study the impact of

potential cold-trapping, we created models where the TiO and VO opacities are artificially

set to zero until a given temperature threshold. We tested models where TiO/VO opacity

is zeroed out for temperatures below 2000 K, 2500 K, and 3000 K.

Recent studies have suggested clouds may have an impact on the strength of molecular

absorption features observed in thermal emission [e.g., 142, 290]. To test the impact the

presence of clouds would have on the trends in our models, we created two cloudy models.

We used the cloud model of Ackerman & Marley [1], as implemented by Mai & Line [189].

Both models had a constant vertical mixing strength of 108 cm2/s using the Zahnle et al.
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[330] timescale prescription. We tested models with sedimentation efficiencies of fsed = 0.1

and 1.0.

Our hot Jupiter models predict three primary spectral regimes. At the lowest dayside

temperatures (Tday < 2100 K for the fiducial model), the models exhibit absorption fea-

tures due to monotonically decreasing temperature profiles. At intermediate temperatures

(2100 K < Tday < 3000 K for the fiducial model), the modeled thermal structures exhibit

a rising temperature with increasing altitude (decreasing pressure) due to the gas-phase on-

set of TiO and VO which push KJ/KB > 1, in turn causing emission features. At the

highest temperatures (Tday > 3000 K for the fiducial model), the models still show strong

thermal inversions (becoming stronger primarily due to the dissociation of water, an efficient

coolant) but the resulting secondary eclipse spectra are relatively featureless because of a

combination of high-temperature effects such as molecular dissociation and the onset of H�

opacity, which cause all the WFC3+G141 wavelengths to probe the same altitude/pressure

level, hence brightness temperature [233, 178, 6, 163, 197]. The exact temperatures of the

transitions between these regimes, as well as the strength of absorption and emission features

present in the models, depend on the parameters of each set of models.

In order to demonstrate the difference between models of hot Jupiter atmospheres (which

are primarily irradiated from above by their host stars) and brown dwarf atmospheres (which

are primarily heated from below by the brown dwarf’s interior), we created a separate model

grid of cloud-free brown dwarf models using the same Sc-CHIMERA code setup. We pa-

rameterized the brown dwarf model atmospheres with a set of four parameters: the brown

dwarf effective temperature (Teff,bd), the brown dwarf gravity (g), the brown dwarf metal-

licity (
h

M
H

i
), and the brown dwarf carbon-to-oxygen ratio (C

O). These models thus used an

identical set of parameters to the hot Jupiter models, with the exception of irradiation from

within the brown dwarf instead of from an exterior star. The fiducial brown dwarf models

had g = 1000 m/s2,
h

M
H

i
= 0.0, and C

O = 0.55. We created models with brown dwarf effetive

temperatures between 1000 � 2800 K with a step size of 200 K. We also created grids with
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Planet HST Program # Number of
Eclipses

Observation
Mode

Literature Reference

CoRoT-2b 12181 [55] 3 Stare Mode Wilkins et al. [320]
HAT-P-7b 14792 [14] 2 Spatial Scan Mansfield et al. [197]

HAT-P-32Ab 14767 [271] 1 Spatial Scan Nikolov et al. [219]
HD 189733b 12881 [204] 1 Spatial Scan Crouzet et al. [51]
HD 209458b 13467 [13] 5 Spatial Scan Line et al. [175]

TrES-3b 12181 [55] 1 Stare Mode Ranjan et al. [242]
WASP-4b 12181 [55] 1 Stare Mode Ranjan et al. [242]
WASP-12b 12230 [286] 1 Stare Mode Stevenson et al. [279]
WASP-18b 13467 [13] 5 Spatial Scan Arcangeli et al. [6]
WASP-33b 12495 [56] 2 Spatial Scan Haynes et al. [112]
WASP-43b 13467 [13] 5 Spatial Scan Kreidberg et al. [160]
WASP-103b 13660 [334], 14050 [159] 4 Spatial Scan Kreidberg et al. [163]

Table 4.5: References and HST program numbers for the twelve planets whose spectra were
taken from the literature.

metallicities of
h

M
H

i
= �1.0 and 1.0. Additionally, while a gravity of g = 1000 m/s2 is

typical for a brown dwarf, we created grids with g = 100 m/s2 and g = 10 m/s2 for direct

comparison to lower-gravity hot Jupiters.

4.3 Comparison of Observed Spectra to 1D Models

We combined the eight new data reductions and analyses with twelve results from the liter-

ature to form a complete sample of planets observed with HST/WFC3+G141 in the wave-

length region from 1.1 � 1.7 µm. Table 4.5 contains detailed information on each of the

twelve literature results we considered. The planets in this study have observed dayside

temperatures in the HST/WFC3+G141 bandpass between 1450�3500 K and radii between

0.9 � 2.0 Jupiter radii. The full set of 20 spectra are shown in Figure 4.3.

For both the models and the population of 20 observed hot Jupiters, we examined the

degree of absorption or emission observed in the water feature at 1.4 µm, the primary feature

in the HST/WFC3+G141 bandpass. We quantified their deviation from a blackbody using

an HST water feature strength metric, which is illustrated in Figure 4.4. For each data set, we

first fit a blackbody to the two “out-of-band” regions of the spectrum, which have wavelengths

of 1.22�1.33 µm and 1.53�1.61 µm and are defined based on where the models in Figure 4.2
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Figure 4.3: Secondary eclipse spectra for all 20 hot Jupiters considered in this study. Data
sets are colored by dayside temperature, which is measured as described in the Methods and
shown by the colorbar. Solid lines indicate interpolations from our solar composition fiducial
model grid (see Section 4.2), while dashed lines indicate best-fit blackbodies. Shaded regions
indicate the “out-of-band” and “in-band” regions used to calculate the water feature strength
(SH2O) for each observed secondary eclipse spectrum. Note that for several data sets, the
error bars are smaller than the point size.
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show minimal water opacity. The temperature of this blackbody is referred to throughout

this paper as the observed dayside temperature (Tday) in this bandpass. Similar to previous

studies [260], we found a linear relationship between this observed dayside temperature and

the planetary irradiation temperature given by

Tday = 0.807+0.008
�0.004Tirr + 71+25

�8 , (4.7)

where Tirr = Teff
p

R⇤/a is the irradiation temperature, R⇤ is the stellar radius, and a is

the semi-major axis.

The water feature strength is then defined as

SH2O = log10

 
FB,in

Fobs,in

!
, (4.8)

where FB,in and Fobs,in are the flux of the fitted blackbody and the observed data, respec-

tively, in the “in-band” region shown in Figure 4.4. The “in-band” wavelength region extends

from 1.35 � 1.48 µm and captures the center of the primary water band observed in the

HST/WFC3 bandpass. The shaded regions in Figure 4.3 show the extent of the “out-of-

band” and “in-band” regions. From this definition, SH2O will have a positive value when

a water feature is observed in absorption, a negative value when a feature is observed in

emission, and a value of zero if a blackbody is observed. We note that we use SH2O here

instead of the traditional infrared J- and H-bands because the J- and H-bands exclude the

strongest part of the water band at ⇡ 1.4 µm. Therefore, the SH2O index we define gives us

greater sensitivity to weak water features that may only produce significant deviation from

a blackbody at the center of this absorption band.

Figures 4.5, 4.6 and 4.7 show the observed HST water feature strengths for the sample

of 20 hot Jupiter emission spectra compared to those of the hot Jupiter models. Table 4.6

lists the value of SH2O for each planet. Figure 4.5 shows that the observed HST/WFC3

feature strengths generally fall within the region of parameter space spanned by the models,
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Figure 4.4: Construction of the HST water feature strength metric to compare observed
spectra to models. Blue points show HST/WFC3 observations of WASP-43b [160]. The or-
ange and green shaded regions indicate the spectral extent of the “out-of-band” and “in-band”
flux, which are defined based on where the models in Figure 4.2 show water features. The
gray line with circular points shows the best-fit model interpolated from those in Figure 4.2.
The gray line with diamond-shaped points shows a blackbody fit to the out-of-band flux
region.

with almost all of the planets fully within the predicted spread of the models. The models

considered here assume elemental abundance ratios that fall within the range of commonly

expected outcomes from planet formation models [213, 3, 187, 49]. We find that varying

parameters in these simple models can explain the observed hot Jupiter population without

having to appeal to less likely outcomes of planet formation [e.g., C/O> 1 213, 3, 49] or

exotic chemistry.

While the observations are generally within the parameter space spanned by the hot

Jupiter models, Figure 4.5 shows that the brown dwarf models generally show very distinct

spectra from the hot Jupiter models. In particular, the brown dwarf models consistently show

negative values of SH2O indicating absorption features across the full range of temperatures

modeled. This is because the atmospheric thermal inversions which produce emission features

can only appear in atmospheres primarily heated from above [e.g., 125]. We find that the

data are discrepant from all of the brown dwarf models at � 10� significance.

64



Figure 4.5: HST water feature strength diagram comparing observed secondary eclipse spec-
tra to the model predictions in Figure 4.2. The y-axis shows the temperature of a blackbody
fit to the “out-of-band” regions defined in Figure 4.4, which is the observed dayside tem-
perature Tday. The x-axis shows the strength of the observed feature in the water band at
1.4 µm compared to this blackbody, as defined by Equation 4.8. Featureless, blackbody-like
spectra have SH2O = 0 and absorption/emission features have positive/negative values of
SH2O, respectively. The gray line and points show the fiducial hot Jupiter models pictured
in Figure 4.2. The light gray shaded region shows the full range of hot Jupiter model predic-
tions assuming different values for the stellar effective temperature; the temperature where
TiO opacity becomes important; and the planet gravity, C/O ratio, metallicity, and internal
heat. Similarly, the brown line and points show the fiducial brown dwarf models, and the
tan shaded region shows the full range of brown dwarf models assuming different values for
the planet gravity and metallicity. Colored points with 1� error bars show all planets with
observed HST/WFC3 spectra, and boxes around planet names indicate new data reductions
in this publication. The color scale indicates the planetary equilibrium temperature. The
error bars include uncertainties in the stellar effective temperature.
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Planet Tday [K] SH2O

CoRoT-2b 1796 ± 42 0.019 ± 0.079
HAT-P-7b 2772 ± 39 0.017 ± 0.030

HAT-P-32Ab 1939 ± 59 �0.074 ± 0.089
HAT-P-41b 2461 ± 66 0.051 ± 0.068
HD 189733b 1446 ± 57 0.178 ± 0.212
HD 209458b 1711 ± 28 0.319 ± 0.079
KELT-7b 2447 ± 54 0.007 ± 0.053

Kepler-13Ab 3484 ± 107 0.071 ± 0.056
TrES-3b 1842 ± 97 0.018 ± 0.190
WASP-4b 2079 ± 62 0.049 ± 0.089
WASP-12b 2890 ± 70 �0.055 ± 0.038
WASP-18b 2979 ± 20 �0.020 ± 0.013
WASP-33b 3126 ± 26 0.009 ± 0.015
WASP-43b 1775 ± 23 0.200 ± 0.050
WASP-74b 2298 ± 48 0.042 ± 0.055
WASP-76b 2523 ± 27 �0.035 ± 0.025

WASP-77Ab 1946 ± 28 0.157 ± 0.049
WASP-79b 2083 ± 58 0.315 ± 0.115
WASP-103b 3018 ± 50 �0.009 ± 0.033
WASP-121b 2651 ± 39 �0.023 ± 0.025

Table 4.6: Computed dayside temperatures (Tday) and water feature strengths (SH2O) for
each planet following Equation 4.8. The errors include uncertainties in the stellar effective
temperature.

66



Figure 4.6: Diagrams illustrating the change in HST water feature strength from models
with different parameters. All diagrams show the observed data as black points with 1� error
bars, while the lines show tracks for models with varying C/O ratio (left), and metallicity
(right). In each case all other parameters are held fixed at the fiducial model values. The
error bars include uncertainties in the stellar effective temperature. We found that changing
the parameters shown in Figure 4.7 could not explain the observed scatter in water feature
strengths, but changing the atmospheric C/O ratio and metallicity can explain the diversity
of observed secondary eclipse spectra

Although the observed population of hot Jupiter emission spectra generally matches the

trends in our hot Jupiter model predictions, we find that no single model track is the best

fit for all 20 of the observations. When taking each model track individually, the data are

discrepant from each track at � 2� significance. Figure 4.8 shows the best-fit model for

each individual data set, and Table 4.7 lists the reduced chi-squared values for these best-fit

models. We find that the model grid is generally able to produce good fits to the data, with

the best fits to all but two data sets having reduced chi-squared values below 2.6. However,

different data sets are best fit by models with different parameters, which suggests that one

or more parameters may be varying between planets.

To determine which parameters can most easily explain the scatter in the observed data,

we examined the water feature strength variation we could achieve through changing each

of our model parameters individually. Figures 4.6 and 4.7 shows water strengths for each

individual model we examined. We found that the stellar effective temperature, planet

gravity, and extent of internal heating had relatively small impacts on the predicted wa-
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Figure 4.7: Same as Figure 4.6, but showing models with varying stellar temperature (top
left), gravity (top right), internal heating (middle left), temperature to which TiO/VO opac-
ity were ignored (middle right), and cloud opacity (bottom). We found that changing the
stellar temperature, planetary gravity, and internal heating in our models had little impact
on the derived water feature strengths, and changing the TiO/VO only had an impact at in-
termediate temperatures. Adding clouds to the model effectively weakened the water feature
strengths and made the emission spectra more blackbody-like below dayside temperatures
of about 2000 K. However, clouds had no effect on SH2O at Tday � 2000 K because the
planets’ daysides are too hot for any condensation to occur.
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Figure 4.8: Same as Figure 4.3, but showing best-fit models from the model grid instead
of models from only the fiducial grid. Text below each planet name lists the model which
provided the best fit for that data set and the reduced chi-squared value for that model.
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Planet Best-Fit Model �2
⌫

CoRoT-2b C/O = 0.85 1.5
HAT-P-7b C/O= 0.85 0.6

HAT-P-32Ab [M/H] = �1.5 1.2
HAT-P-41b [M/H]= 1.5 0.9
HD 189733b C/O= 0.85 0.5
HD 209458b T⇤ = 6300K 1.2
KELT-7b C/O = 0.85 0.7

Kepler-13Ab C/O= 0.01 1.0
TrES-3b Thorngren et al. [295]

Internal Heating
0.1

WASP-4b [M/H] = �1.5 0.6
WASP-12b C/O = 0.01 1.2
WASP-18b C/O = 0.01 1.8
WASP-33b C/O = 0.85 15.9
WASP-43b T⇤ = 4300K 1.1
WASP-74b [M/H] = 1.5 0.7
WASP-76b T⇤ = 6300K 5.9

WASP-77Ab [M/H] = 1.5 1.4
WASP-79b C/O = 0.01 2.6
WASP-103b [M/H] = �1.5 1.5
WASP-121b C/O = 0.85 1.8

Table 4.7: Best-fit models for each data set and reduced chi-squared values (�2
⌫) for those

models. In general the models produce good fits, with the best fits to all but two data sets
having �

2
⌫  2.6. However, different data sets are best fit by models with different values

for the atmospheric metallicity and C/O ratio, which suggests their atmospheres may have
diverse compositions.
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ter feature strengths throughout the range of temperatures of the hot Jupiter population.

Adding clouds acts to weaken the water feature strengths below a dayside temperature of

about 2000 K, with a smaller fsed leading to more effective weakening. While clouds may

provide a potential explanation for the weak water feature strength of HD 189733b, the

lowest-temperature hot Jupiter in our population study, we find that including clouds can

not generally explain the scatter we see in water feature strengths and has no impact on

the feature strengths above Tday = 2000 K. Our results agree with those from general circu-

lation models, which also show that clouds have little to no impact at temperatures above

⇡ 2000 K [251, 232]. Additionally, the models with TiO/VO opacity removed at different

temperatures could only account for some of the scatter at intermediate temperatures and

could not explain scatter at the highest or lowest temperatures, where we have observed the

most precise secondary eclipse spectra. However, changing the atmospheric metallicity and

C/O ratio had a significant impact on the predicted HST/WFC3 water feature strengths.

We found the observed scatter could be explained if the planets have atmospheric metal-

licites between 0.03� 30⇥ solar and C/O ratios between 0.01-0.85 (0.02� 1.5⇥ solar). With

the current data we are unable to compare each planet’s specific atmospheric composition to

this prediction, as even the most detailed HST secondary eclipse observations only constrain

the metallicity to within 0.5 dex and often cannot constrain the C/O ratio, or can only place

an upper limit [e.g., 6, 197, 211]. However, such variation is expected from planet formation

models [213, 3] and has been suggested by a handful of transmission spectra studies [e.g.,

49, 270]. The scatter we observed in emission spectra lends further support to the concept

of compositional diversity among hot Jupiters.

4.4 Discussion and Future Work

We performed a population study of all 20 hot Jupiters which have been observed in sec-

ondary eclipse with HST/WFC3+G141 between 1.1� 1.7 µm. We found that the data were

generally consistent with predictions from 1D radiative-convective-thermochemical equilib-
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rium models of hot Jupiter atmospheres, but were discrepant from brown dwarf models at

� 10� significance. Additionally, we found the amount of scatter in observed water feature

strengths suggests there may be modest differences in metallicity and C/O ratio between

planets.

Our hypothesis that hot Jupiters show compositional diversity can be tested through

high-precision observations that cover more of the key O- and C-bearing molecules than are

included in existing data sets (e.g, H2O, CO, CO2, and CH4). Such observations will be

possible with JWST [103] and stabilized, high-resolution spectrographs on large ground-

based telescopes that have broad wavelength coverage [274]. Simultaneous detection of

multiple molecules would lead to more precise constraints on metallicities, carbon-to-oxygen

abundance ratios, and additional elemental ratios including nitrogen [31]. Beyond testing our

hypothesis, more precise compositional constraints on exoplanet atmospheres would inform

our understanding of the formation and evolution processes that have produced the diverse

planetary systems revealed over the last 25 years.

72



Part II

Atmospheric Escape from Highly

Irradiated Exoplanets

Megan Mansfield



CHAPTER 5

DETECTION OF HELIUM IN THE ATMOSPHERE OF THE

EXO-NEPTUNE HAT-P-11B

Close-in exoplanets are expected to experience atmospheric escape that is driven by the

absorption of the copious high energy radiation they receive from their host stars [168, 170].

Such photoevaporation likely sculpts the observed population of close-in exoplanets, dividing

small planets into two categories - those with radii smaller than 1.5R�, which are likely rocky

cores stripped of any primordial light-element atmospheres, and those with radii larger than

2R�, which retain some hydrogen and helium in their atmospheres [177, 225, 226, 91, 308].

The theories describing the recently discovered planet radius gap can be refined through

observations of escaping atmospheres, which will lead to a better understanding of the physics

of photoevaporation. Atmospheric escape has been detected through observations of hydro-

gen absorption in the Lyman ↵ line for two hot Jupiters [HD209458b and HD189733b;

313, 314, 171] and two hot Neptunes [GJ 436b and GJ 3470b; 66, 29]. However, interstellar

absorption limits these observations to nearby planets with gas escaping at high velocities.

Another possible signature of an escaping atmosphere that is less affected by interstellar

absorption is the helium triplet at 10,833 Å [note this is the wavelength of the feature in

vacuum; 264, 223]. This feature was recently detected for the first time by Spake et al.

[276] using HST observations of WASP-107b. Here we present similar HST observations

for the hot Neptune HAT-P-11b [9]1. The original motivation for our program was to

precisely determine the atmospheric water abundance of the planet and further constrain

1. This chapter is based on Mansfield et al. [198], which was coauthored by Jacob L. Bean, Antonija
Oklopc̆ić, Laura Kreidberg, Jean-Michel Désert, Eliza M.-R. Kempton, Michael R. Line, Jonathan J. Fortney,
Gregory W. Henry, Matthias Mallonn, Kevin B. Stevenson, Diana Dragomir, Romain Allart, and Vincent
Bourrier. M. Mansfield reduced and analyzed the data presented in this chapter and led the data-model
comparison. J. L. Bean is PI of the HST program GO-14793 which obtained the observations of HAT-P-
11b. A. Oklopc̆ić created the helium escape models described in Section 5.2.2. G. W. Henry and M. Mallonn
observed and reduced the ground-based photometry described in Section 5.1.2. R. Allart and V. Bourrier
observed the CARMENES spectrum of HAT-P-11b which is compared to our data in Figure 5.9. All other
authors are co-Is on HST program GO-14793.
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the exoplanet mass-metallicity relation [e.g., 160]. However, as was true for the Spake et al.

[276] observations, these data also presented the serendipitous opportunity to search for the

previously-theorized but unexploited-until-recently He triplet. Our analysis of these data

was further inspired by the presentation of R. Allart at the Exoplanets II conference in July

2018 showing a detection of the He feature in HAT-P-11b using ground-based data from

CARMENES [4].

Our observations of HAT-P-11b have yielded the second detection of helium escaping

from a planet using HST, and a new detection of photoevaporation from a Neptune-sized

exoplanet, and so help to constrain the nature of photoevaporation for planets smaller than

Jupiter. Furthermore, HAT-P-11b now becomes the first exoplanet with the detection of

the same signature of photoevaporation from both ground- and space-based facilities. In

Section 5.1 we describe our observations and data reduction process. In Section 5.2 we

compare our observations to models of photoevaporation, and we summarize our findings in

Section 5.3.

5.1 Observations and Data Reduction

5.1.1 HST Data

We observed five transits of HAT-P-11b between 14 September and 26 December 2016 using

the HST/WFC3 IR detector as part of program GO-14793. We used the G102 grism to

measure the transmission spectrum of HAT-P-11b between 0.8�1.15 µm. Each visit consisted

of four consecutive HST orbits in which HAT-P-11 was visible for approximately 56 minutes

per orbit. At the beginning of each orbit, we took a direct image of the target with the

F126N narrow-band filter for wavelength calibration.

The observations were taken in the spatial scan mode with the 256 ⇥ 256 subarray using

the SPARS10, NSAMP=12 readout pattern, resulting in an exposure time of 81.089 s. We

used a scan rate of 0.25 arcsec/s, which produced spectra extending approximately 180 pixels
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in the spatial direction and with peak pixel counts of about 45,000 electrons per pixel. We

used bi-directional scans, which yielded 25 exposures per orbit and a duty cycle of 74%.

We reduced the HST data using the data reduction pipeline described in Kreidberg

et al. [161], with the addition of an extra step to subtract light from a background star

that overlapped with the spectrum of HAT-P-11. The spectrum of the background star was

measured in one visit in which it was separated from HAT-P-11, and then subtracted out of

each image, accounting for the fact that its position along both the dispersion and spatial

axes changed between visits. This subtraction did not substantially change the final shape

of the spectrum.

Following standard procedure for HST transit observations, we discard the first orbit of

each visit. We also discard the first exposure from each orbit to improve the quality of the fit.

Additionally, three points in the third visit and four points in the fourth visit were removed

because they showed higher relative fluxes consistent with starspot crossings, as can be seen

in Figure 5.1.

We used the WFC3 G102 wavelength calibration outlined in Kuntschner et al. [164]

to determine the wavelength of each pixel in our spectra from the direct image positions.

However, we found that the calibrated data appeared to be shifted in wavelength space

compared to the expected grism throughput. Both the red and blue edges of the spectrum

were shifted by the same amount, but the shift was different for each visit, varying between

6 and 18 Å. This is likely due to the fact that HST must move slightly after taking the

direct image in order to correctly position the spatial scan so it fits on the detector. The

positioning of the spectral images relative to the direct image has an uncertainty of roughly

12 Å [62]. We shifted the wavelengths to the correct values using a least-squares fit to the

drop-offs at both the red and blue edges of the throughput, as demonstrated in Figure 5.2.

We made a broadband spectrum by binning the observations into 16-pixel channels,

resulting in 12 light curves with resolution R ⇡ 40. To search for the narrow helium feature,

we summed the region of the spectrum between 10,590 Å and 11,150 Å into 22 overlapping
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Figure 5.1: Best fit broadband white light curve (top) and residuals to the fit (bottom). The
two sets of triangular points outlined in black, which have residuals greater than 250 ppm,
are the starspot crossings that were removed before the data analysis. The fit had �

2
⌫ = 4.67

and an average residual of 75 ppm.

Figure 5.2: Comparison between an ATLAS stellar model for HAT-P-11b combined with
the G102 throughput (black dashed line) and the observed spectrum. The green line is the
observed spectrum using the wavelength calibration outlined by Kuntschner et al. [164] and
assuming the distance between the direct image and the spectrum is exactly known, and
the magenta line is the spectrum after adjusting the wavelength calibration. The plots show
the blue (left) and red (right) edges of the spectrum, which were used to determine the
wavelength shift.
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bins that were 2 pixels wide (⇡ 49 Å, for comparison a resolution element is ⇡ 67 Å). Each bin

was shifted by one pixel from the previous bin. We also summed over the entire 0.85�1.13 µm

wavelength range to make a white light curve.

We fit the white light curve with the model described in Kreidberg et al. [161], which

includes a transit model [158] and a systematics model based on Berta et al. [24]. The or-

bital period and eccentricity were fixed to P = 4.8878024 days and e = 0.265, respectively

[126]. We placed Gaussian priors on a/Rs and i with mean and standard deviations of

17.125 ± 0.060 and 89.549 ± 0.114, respectively [85]. We fixed limb darkening coefficients to

theoretical quadratic limb darkening models predicted from ATLAS models [70, 42]. Includ-

ing the instrument systematics, the fit to the white light curve contained a total of 24 free

parameters (a normalization constant, visit-long linear slope, scaling factor to correct for an

offset between scan directions, and the planet-to-star radius ratio varied between visits).

We estimated the parameters with a Markov Chain Monte Carlo (MCMC) fit using the

emcee package for Python [82]. Figure 5.1 shows the best-fit broadband white light curve.

The best-fit broadband white light curve had �
2
⌫ = 4.67 and residuals of 75 ppm, which is

typical for WFC3 observations of transiting planets orbiting bright host stars. The white

light transit depth was 3371 ± 15 ppm.

We fit the spectroscopic light curves using the divide-white technique of Stevenson et al.

[280] and Kreidberg et al. [161]. For the narrowband spectroscopic light curves surrounding

the helium feature, we used a region spanning 10,590 – 11,150 Å to determine the white

light curve systematics. The narrowband white light curve had �
2
⌫ = 3.27 and residuals of

138 ppm. We fixed a/Rs and i to the prior mean values and the mid-transit times were

fixed to the best-fit values from the white light curve fit. Before fitting each spectroscopic

light curve, we rescaled the uncertainties by a constant factor such that each light curve had

�
2
⌫ = 1 to give more conservative error estimates.

Figure 5.3 shows the individual transit depths for each visit for both the broadband

white light curve and the narrow band containing the helium feature. In both cases, the
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Figure 5.3: Individual white light curve transit depths (top) and transit depths in the narrow
band containing the helium feature (bottom) for each visit. The final point shows the
combined measurement from all five visits. For comparison, the dashed line in the lower plot
shows the broadband white light transit depth from combining all five visits. Red and blue
points show values before and after the starspot correction, respectively. For both the white
light curve and the helium feature, the transit depths across all five visits were within 2� of
each other.

individual transit depths are all within 2� of each other. Figure 5.4 shows the broadband

spectrum, Figure 5.5 shows the narrowband spectrum, and Table 5.1 lists the transit depth

in each channel. The derived transmission spectrum is largely featureless with the exception

of a deeper transit in the narrowband spectroscopic channel corresponding to the unresolved

infrared He triplet, which deviates from the surrounding continuum at the 4� confidence

level.

5.1.2 Ground-based Photometry

We obtained ground-based photometric monitoring from two sources to correct the transmis-

sion spectrum for changes in stellar activity. We obtained multi-color photometric monitoring

with the 1.2 m robotic STELLA telescope using its wide-field imager WiFSIP [284]. Data

were taken from June – October 2016 and March – July 2017 in Johnson B and V in nightly
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Figure 5.4: Spectrum of HAT-P-11b (black points with 1� error bars) compared to a variety
of models (lines) with different cloud parameterizations, which are described in Section 5.2.1.
Circular points are our G102 data (in bins ⇡ 233 Å wide), and triangular points are G141
data from Fraine et al. [85]. The magenta point shows the transit depth in the 49-Å wide
channel containing the helium feature at 10,833 Å. The grey cloud deck model fits best, but
does not match the upward slope seen between 0.8 � 1.1 µm.

Table 5.1: Broadband (left) and narrowband (right) transmission spectra of HAT-P-11b.

Wavelength
(Å)

Transit
Depth
(ppm)

Wavelength
(Å)

Transit
Depth
(ppm)

8500 � 8733 3371 ± 23 10614 � 10663 3399 ± 32
8733 � 8967 3381 ± 19 10663 � 10712 3370 ± 30
8967 � 9200 3389 ± 18 10712 � 10760 3390 ± 32
9200 � 9433 3391 ± 16 10760 � 10809 3398 ± 35
9433 � 9667 3409 ± 17 10809 � 10858 3560 ± 34
9667 � 9900 3406 ± 15 10858 � 10907 3448 ± 39
9900 � 10133 3409 ± 15 10907 � 10955 3406 ± 39
10133 � 10367 3410 ± 15 10955 � 11004 3414 ± 39
10367 � 10600 3420 ± 16 11004 � 11053 3440 ± 48
10600 � 10833 3388 ± 17 11053 � 11101 3409 ± 46
10833 � 11067 3442 ± 23 11101 � 11150 3398 ± 45
11067 � 11300 3429 ± 28
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Figure 5.5: Narrowband spectrum of HAT-P-11b (blue and grey points with 1� error bars)
compared to three 1D models of hydrodynamic escape. The red line shows a model with
T = 7, 000 K and a mass loss rate of 2.5 ⇥ 1010 g s�1, which provides an excellent match
to the data. For comparison, the green and orange lines show models with T = 7, 000 K
and mass loss rates of 6.3 ⇥ 109 g s�1 and 5.0 ⇥ 1010 g s�1, respectively. These models are
inconsistent with the the data at � 3� confidence. Blue points show non-overlapping bins.
Red, green, and orange points outlined in black show the models convolved with the G102
instrument resolution [164] and binned to the sampling of the data. The inset shows the
models at high resolution.
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Figure 5.6: Ground-based photometry (black points) taken during the epoch of our HST
observations. Circular and triangular points show photometry taken with the Tennessee
State University C14 AIT [116] and the STELLA telescope [284], respectively. The red
points show the interpolated values at the times of our observations.

blocks of four exposures per filter, which were averaged during data reduction. The data

reduction followed the procedure of Mallonn et al. [193]. We also monitored the photometric

variability using the Tennessee State University Celestron 14 inch (C14) automated imaging

telescope (AIT), which is located at Fairborn Observatory [116]. These observations con-

sisted of 89 nights between 27 September 2015 and 7 January 2017. Figure 5.6 shows these

ground-based photometric observations.

We interpolated between these photometric observations to estimate the starspot cover-

ing fraction at the time of each HST observation. We used the relative amplitude of two

occulted starspots in the white light curve to determine the temperature difference between

the starspots and the star, which we found to be approximately 150 K. We assumed that the

starspots were circular and that the entire starspot was occulted by the planet each time. We
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Figure 5.7: Effect of the correction for unocculted starspots on the broadband (top) and
narrowband (bottom) spectra. The primary effect is to shift the entire spectrum up by
about 20 ppm, but in the broadband spectrum the correction also shifts the blue end of the
spectrum up by slightly more than the red end of the spectrum.

applied a wavelength-dependent correction to the Rp/Rs values measured from the WFC3

data to account for variations in starspot coverage between visits, assuming that both the

spotted and unspotted parts of the star emitted as blackbodies and assuming that the mean

photometric magnitude occurred when the spot covering fraction was 3%, which is the mean

spot coverage for HAT-P-11b [215]. Figure 5.7 shows the effect of this starspot correction

on both the broadband and the narrowband spectrum of HAT-P-11b.

We followed the method of Spake et al. [276] to check whether the He absorption feature

we observed could be caused by stellar activity. They found that the He triplet equivalent

width for a K4-type star like HAT-P-11 should be no larger than ⇡ 0.4 Å, according to
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both theoretical calculations and observations of K-dwarf stars. For our 49 Å-wide bins, this

corresponds to a change in the transit depth of 30 ppm. The helium feature we observe has

a depth of 162 ± 36 ppm, which is more than 3.5� larger than the expected depth due to

stellar activity. Our argument that the He feature can not be due to stellar activity alone

is strengthened by the fact that our observations occurred near a minimum in HAT-P-11’s

activity cycle [217].

5.2 Analysis

5.2.1 Broadband Spectrum

We computed transmission spectra models to compare with the WFC3+G141 data from

Fraine et al. [85] and our new broadband G102 data using the Exo-Transmit code [143]. We

tested models with a cloud-free, solar composition; enhanced metallicity; a grey cloud deck;

and enhanced Rayleigh scattering. Figure 5.4 shows these different cloud parameterizations

compared to the spectrum of HAT-P-11b. The best-fitting model had grey clouds at 12 mbar

and �
2
⌫ = 1.38. The models with a cloud-free solar composition, 50⇥ enhanced Rayleigh

scattering, and 400⇥ enhanced metallicity had �
2
⌫ = 4.22, 2.49, and 1.53, respectively.

However, none of the models we tested produced a particularly good fit to both the archival

G141 data and our new G102 data, as none of them produced the upward slope seen between

0.8 � 1.1 µm while simultaneously matching the water feature seen around 1.4µm. One

possible explanation for the upward slope we observe is the influence of unocculted, bright

regions on the star [240]. A more detailed study of the broadband transmission spectrum

is presented in Chachan et al. [43]. We turn our attention below to a detailed study of the

narrowband spectrum around the He triplet feature.
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5.2.2 Narrowband Helium Spectrum

We compared the helium absorption feature detected in our HST data to a grid of models of

hydrodynamic escape computed using the methods of Oklopčić & Hirata [223]. Spherically-

symmetric model atmospheres were constructed from 1D density and velocity profiles based

on the isothermal Parker wind model [229, 167]. The atmospheres were assumed to be

composed of hydrogen and helium atoms in 9:1 number ratio. Hydrogen and helium atomic

level populations were computed taking into account photoionization, recombination, and

collisional transitions. To calculate the photoionization rates, we constructed a spectrum

appropriate for HAT-P-11 (a K4 star) by averaging the observed spectra of K2 and K6 stars,

obtained from the MUSCLES survey [86]. With the planet mass, radius, and atmospheric

composition fixed, and the mean molecular weight of the atmosphere evaluated iteratively

(taking into account the free electrons produced by hydrogen photoionization), the remaining

free parameters in the model are temperature and mass loss rate.

We model the atmosphere of HAT-P-11b as being in the hydrodynamic escape regime

because the planet has a low gravitational potential [254] and the Jeans parameter at the

exobase [R > 10Rp; 253] is � < 1.3. Salz et al. [253] also predict that the exobase should

be above both the sonic point and the Roche radius for HAT-P-11b. Additionally, the Jeans

escape rate is generally expected to be substantially lower than the hydrodynamic escape

rate for a planet like HAT-P-11b with an unstable thermosphere [297].

We computed models for a range of thermospheric temperatures between T = 3,000 –

12,000 K and total mass loss rates between Ṁ = 4.0 ⇥ 108 – 2.5 ⇥ 1011 g s�1. We convolved

each high-resolution model with a Gaussian function with the resolution of WFC3+G102,

which is R ⇡ 155 at 10,400 Å [164], before binning the models to the sampling of our

observations. We then determined the �
2 of each model compared to the data using the

three non-overlapping bins surrounding the helium feature that show a deviation from the

baseline absorption level.

Figure 5.8 shows a contour plot of the fit quality for comparing the grid models to the
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Figure 5.8: Contour plot showing the statistical significance of the deviation from a good fit
for the comparison of the 1D grid model to our observations, as a function of the thermo-
spheric temperature and mass loss rate. The red, green, and orange points outlined in black
show the location in parameter space of the three models plotted in Figure 5.5.

data cast in terms of the statistical significance of the deviation from a good fit. The banana-

shaped contour of good fit quality indicates that the thermospheric temperature and the mass

loss rate can be traded against each other to give an acceptable fit to the data for a wide range

of values in each parameter. According to the mass continuity equation Ṁ = 4⇡r⇢(r)v(r), the

gas density required to produce the observed absorption signal can be achieved for different

combinations of the mass loss rate and the gas radial velocity. For an isothermal Parker

wind, the velocity is directly related to the gas temperature, thus giving rise to the mass loss

rate - temperature degeneracy. This degeneracy can be reduced somewhat by resolving the

shape of the absorption line. Even with the degeneracy between the temperature and the

mass loss rate, a large portion of the parameter space can be excluded at high confidence

despite the low-resolution of the HST data due to the sensitivity of the He triplet to the gas

density. Figure 5.5 compares two example models from the excluded region of parameter

space to the data, demonstrating the poor fit quality of such models.
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The excess absorption in the He triplet that we detect suggests that HAT-P-11b’s ther-

mosphere extends to altitudes of at least 2 Rp. Salz et al. [253] performed simulations of

hydrodynamic escape from hot gas planets using a coupled photoionization and plasma sim-

ulation code with a general hydrodynamics code. For HAT-P-11b, Salz et al. [253] predict

a temperature of T ⇡ 7, 000 K at 2Rp and an overall escape rate of Ṁ = 2 ⇥ 1010 g s�1.

Despite the caveats given by Salz et al. [253] for their model (uncertainty in the stellar wind

strength, magnetic effects, the effect of metals in the atmosphere, and the correction factor

to account for dayside-only heating), Figure 5.5 shows how their prediction falls within their

estimated error of the region of good fit quality mapped in Figure 5.8.

We also compared our result to the data underlying the recent detection of the helium

infrared triplet in HAT-P-11b using the CARMENES spectrograph [4]. Figure 5.9 shows the

CARMENES spectrally resolved data convolved to the much lower resolution of our HST

data. Our data sets agree well on the size of the helium absorption feature. The confirmation

of the ground-based data with our space-based observations, which are free from the influence

of telluric lines and transparency variations, adds significant confidence to the detection of

this subtle feature.

5.3 Discussion

We find an overall mass loss rate of 0.04 � 2.3% of the total mass of HAT-P-11b per billion

years, assuming a 9:1 number ratio of hydrogen and helium in the atmosphere. Additionally,

Salz et al. [253] predict a mass loss of ⇡ 0.8% over the first 100 Myr after planet formation,

when the young star would have caused a much higher escape rate. A total mass loss of

1% would change the radius of HAT-P-11b by 0.4%, or 108 km [263]. As is expected for a

Neptune-sized gas giant, this amount of photoevaporation will have a negligible effect on the

composition of HAT-P-11b over its lifetime.

Although the mass loss from HAT-P-11b is negligible, smaller sub-Neptunes can be sig-

nificantly impacted by photoevaporation over their lifetimes. Close-in planets smaller than
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Figure 5.9: Narrowband G102 spectrum (blue and grey points) compared to recent observa-
tions of HAT-P-11b with the CARMENES spectrograph [4], convolved to the resolution of
our data. The two data sets show excellent agreement in the size of the helium feature at
10,833 Å.

1.5R� may even have their entire primary atmospheres stripped away [177, 225, 226, 91, 308].

Observations of the helium triplet at 10,833 Å provide us with a new way to characterize

atmospheric loss from a wider range of planets, which will help to refine models of photoe-

vaporation. Future observations of smaller planets at this wavelength will also help us better

constrain the exact nature of super-Earth/sub-Neptune planets and how their atmospheres

have evolved over time.
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CHAPTER 6

EIGENSPECTRA: A FRAMEWORK FOR IDENTIFYING

SPECTRA FROM 3D ECLIPSE MAPPING

Planets are intrinsically 3D objects, but 1D models are often used to approximate plane-

tary atmospheres1. While 1D (vertical-only) models provide computationally inexpensive

estimates of the vertical structure and radiative transfer in a single atmospheric column,

temperature-pressure profiles can vary substantially for different locations around the planet.

Inferring properties of 3D atmospheres with 1D models can correspondingly give biased abun-

dance estimates [79, 35], since these models only approximate the arithmetic mean profile of

what can be obtained by General Circulation Models [GCMs; 26]. On the other hand, GCMs

have the ability to model atmospheric structures and dynamics fully three-dimensionally, but

are much more demanding computationally, making them infeasible for inference and only

able to best constrain the physics where robust data sets are available.

Despite the necessity of 3D approaches to accurately model atmospheres, our current

data from exoplanet atmospheres are almost entirely limited to 1D or 2D observations. For

example, while phase curves are valuable in probing planetary brightness, they can reveal

only longitudinal structure as the planet orbits its host star [e.g. 147], with vertical informa-

tion also accessible if a phase curve is spectroscopic [282]. In order to recover information

about all three spatial dimensions, we must combine different data sets in ways that fur-

ther exploit either the geometry of the system or the spectral imprints of the atmospheric

structure.

Secondary eclipses of transiting planets offer valuable opportunities to observe and un-

derstand the multidimensional nature of exoplanets [e.g. 321, 246]. As a planet goes behind

1. This chapter is based on Mansfield et al. [199], which was coauthored by Everett Schlawin, Jacob Lustig-
Yaeger, Arthur D. Adams, Emily Rauscher, Jacob Arcangeli, Y. Katherina Feng, Prashansa Gupta, Dylan
Keating, Kevin B. Stevenson, and Thomas G. Beatty. M. Mansfield led the creation of the Eigenmapping
method described in this chapter. E. Schlawin, J. Lustig-Yaeger, A. D. Adams, and E. Rauscher assisted in
creating the Eigenmapping method. All other authors contributed to the conception of the Eigenmapping
method and early stages of code development.
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its star, the stellar limb scans across the dayside hemisphere of the planet, permitting a 2D

reconstruction of the planetary photosphere by probing the latitudinal structure. Combining

these data with spectral information can add the third dimension, since in principle different

wavelengths may probe different altitudes in the planet’s atmosphere [albeit not necessarily

through a simple correspondence, 58].

The first (and only) published eclipse map of a planet was for the hot Jupiter HD 189733b

with the Spitzer Space Telescope [53, 190]. This map revealed a localized hot spot which

was shifted eastward from the sub-stellar point, as predicted by GCMs [268] and found from

the phase curve [147]. The Spitzer eclipse map, however, only probed the 2D structure

at a single photospheric level because it used broadband photometry. It will be possible

to construct spectroscopic secondary eclipse maps with the James Webb Space Telescope

(JWST ), which will allow investigations of changing atmospheric properties with altitude

as well as with latitude and longitude. JWST will provide unprecedented measurements

of exoplanet atmospheres due to its large aperture and wavelength range for time series

(⇠ 0.6µm to ⇠ 11µm) [e.g. 20, 103, 11]. This could enable high precision eclipse mapping

of virtually every bright hot Jupiter observed by JWST. Under the Zhang & Showman [332]

analytic parameterization of atmospheric dynamics, for example, a single eclipse light curve

of HD 189733b with NIRCam’s F322W2 grism mode will localize the hot spot longitude to

⇠ ±3.5� in longitude [259].

One of the challenges in mapping exoplanets is determining how to combine these pieces

of spatial information in a way that extracts the maximum possible information on the

physical state of the planet. Eclipse mapping does not provide a perfect proxy for each

spatial dimension; one must account carefully for the inherent degeneracies and uncertainties

when reconstructing a global brightness map. One approach is to assume a functional form

of the variations in either temperature or flux in longitude and latitude, one that for example

captures the angular dependence of the instellation and associated thermal energy budget

[130]. From there one can calculate the associated molecular abundances and pressure-
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temperature profiles.

Another approach is to forgo any explicit parametrizations about the flux, and instead

quantify the available information content from observations by constructing an orthogonal

basis of light curves. Spherical harmonics represent an orthogonal basis for 2D representa-

tions of maps on a planet photosphere. However, the observations used to make an eclipse

map are brightness as a function of time, and spherical harmonics are not orthogonal in

this parameter space. Rauscher et al. [247] addressed this issue by developing an orthogonal

basis of eclipse light curves, which they term “eigencurves,” to best represent the information

available from both phase variations and secondary eclipses at a single wavelength. They

constructed these eigencurves from linear combinations of spherical harmonic maps. This

approach avoids making a priori assumptions about the structure of brightness variations

across the planet’s photosphere while also providing the ability to directly assess the effects

of orbital uncertainties on the retrieval.

In order to extend this framework into the third dimension of multi-wavelength observa-

tions we present a method using K-means clustering to identify “eigenspectra,”2 which are

a set of spectra that together represent most of the variance in spectral properties observed

over the dayside of the planet. The identification of these eigenspectra allows atmospheric

retrievals to be performed on spectra with the smallest possible error bars, while ensuring

that regions of the dayside with vastly different atmospheric properties do not get grouped

into a single retrieval. We describe our method of identifying eigenspectra in Section 6.1,

using three hypothetical JWST eclipse maps. We present the results of these hypotheti-

cal observations in Section 6.2 and discuss the limitations of the eigenspectra method. We

summarize our method and discuss its utility in mapping real planets in Section 6.3.

2. We acknowledge that the spectra are not orthogonal and therefore not formally “eigenvectors,” however
we use this term colloquially in reference to the “eigencurves” used in our algorithm.
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6.1 Methodology

To investigate the potential to perform 3D eclipse mapping with JWST, we first generate

synthetic observations of an exoplanet observed in secondary eclipse at multiple wavelengths,

and then attempt to recover our original planet map components and their respective emer-

gent spectra. We describe our approach for generating synthetic eclipse light curves in

Section 6.1.1, followed by a description of our newly developed model for fitting these multi-

dimensional data in Section 6.1.2. The Python code developed for this paper is all publicly

available on GitHub3.

6.1.1 Construction of Planet Maps and Eclipse Light Curves

We demonstrate our method of identifying eigenspectra using three hypothetical maps con-

structed using the HEALpix projection [102] for which we try to recover the input param-

eters with our methodology. The model planet-star system for all three maps is based on

HD 189733b properties determined by Stassun et al. [278]. Figure 6.1 shows the first map,

which we refer to as the “Simplified Hotspot” map, and the spectra used to construct it. The

Simplified Hotspot map consists of one higher-flux spectrum painted within a circular region

surrounding the substellar point, and a second lower-flux spectrum painted onto the rest of

the planet. This mimics a potential, albeit simplified, eclipse map that could result from

observation of a hot, synchronously rotating planet such as those that JWST will observe.

The hotspot has an angular diameter of 50�.

The spectra for the Simplified Hotspot are generated using the radiative transfer model

described in detail by Line et al. [174]. We deliberately choose atmospheric parameters that

create two distinct spectra. The spectrum assigned to the area inside the hotspot only has

methane (CH4) as a molecular opacity source at a mixing ratio of 10�2 ppm. Outside of

the hotspot, we input water (H2O) as a sole molecular opacity source with a mixing ratio of

3. eigenspectra code is available on GitHub at https://github.com/multidworlds/eigenspectra
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Figure 6.1: Input map (upper panel) and spectra (lower panel) for the Simplified Hotspot
map. Colors indicate regions of the map where different spectra are painted on. Thin
lines indicate unbinned spectra, and thick lines with points show spectra binned to the 10
wavelength bins used in our analysis. The map is centered on the substellar point and has
a longitudinal and latitudinal extent set by the portion of the planet that is visible during
our simulated secondary eclipse observing window.
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103 ppm. We implement the same pressure-temperature profile parameterization to create

both spectra: log �1 = �1, log �2 = �1, log IR = �1, ↵ = 0.5, � = 1. We refer the reader

to Line et al. [174] for a thorough description of these terms. Briefly, the profile follows

one upwelling channel of thermal emission and two downwelling streams of visible radiation.

The terms �1 and �2 correspond to the ratio of the Planck mean opacities of each visible

stream to the thermal stream while ↵ divides the flux between the two downwelling visible

streams. The parameter � describes the irradiation temperature based on stellar properties.

The values we have chosen ensure that there is no thermal inversion in the profile.

The second map we construct is based on the idea that a realistic planet will likely not

have two fully separable regions with different spectra, but rather will show a continuum of

spectra between regions. Therefore, we construct the “Continuum Hotspot” map shown in

Figure 6.2, which has ten nested regions surrounding the substellar point. Each region has

an angular width of 9� and is painted with a spectrum with a different water abundance and

temperature profile, such that the spectra form a gradient of water abundance and temper-

ature moving outward from the substellar point. We vary H2O mixing ratio incrementally

from 10�5 ppm to 104 ppm and pair each input abundance with a temperature parameter

selected from a range of � = 0.6 and � = 1.0. Line et al. [174] define � to encapsulate albedo,

emissivity, and day-night redistribution, which determines the irradiation experienced by the

planet from the host star; lower values correspond to cooler temperatures. We design the

hemisphere such that the central hot spot is high in temperature and saturated with water;

as we move to areas further from the hot spot, both the temperature and water abundance

decrease. This gradient is not necessarily meant to represent what we think would occur on

the dayside of a realistic planet, but is instead intended as a toy model to test the ability of

our method to resolve gradual changes in temperature and chemistry across the hemisphere.

The third map (Figure 6.3), which we refer to as the “Asymmetric Hotspot” map, tests

the ability of our spherical harmonic-based mapping method to constrain an asymmetric

map with a shifted hot spot. It is similar to the Simplified Hotspot map in that it uses
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Figure 6.2: Input map (upper panel) and spectra (lower panel) for the Continuum Hotspot
map. Colors indicate regions of the map where different spectra are painted on. Thin
lines indicate unbinned spectra, and thick lines with points show spectra binned to the 10
wavelength bins used in our analysis. The map is centered on the substellar point and has
concentric annular rings along which the fraction of incident flux that is absorbed (�) and
log of the H2O mixing ratio (in ppm) decrease radially from the substellar point.
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two easily-separable spectra, but the hotspot is offset from the substellar point, centered at

+45� latitude and �30� longitude, and has an angular diameter of 60�. For this test case, the

two spectral components are designed to be easily separable and therefore differ in continuum

flux, wavelength of their single spectral feature, and relative depth of that feature below the

continuum. We specifically design the spectra in this map to have unrealistic shapes so we

can separate out our ability to resolve structure across spatial dimensions on the map from

our ability to resolve similarly-shaped spectra.

While we construct planet maps that cover the entire planet, we only consider observa-

tions during secondary eclipse and so can only constrain the planet’s map on the dayside

and the small fraction of the nightside we observe just before and after eclipse. However, the

method we describe here could be used for full phase curve observations to produce a map

covering the whole planet, although outside of secondary eclipse the observations would only

be sensitive to variations with longitude, not latitude.

We use the analytic occultation code starry4 [181] to model secondary eclipse light

curves. We bin the high-resolution spectra at each HEALpix pixel to a lower resolution

wavelength grid between 2.40 µm and 4.0 µm with a fixed �� = 0.18 µm, applicable

to wavelength-binned data from the JWST/NIRCam instrument using the F322W2 filter

[104]. For each low-resolution wavelength interval, we expand the HEALpix map in spheri-

cal harmonics up to degree l = 18, and define a starry.Secondary planet object with this

wavelength-dependent map. We note that the transformation from HEALpix to spherical

harmonics introduces a small amount of error into both the map and the spectra, but this

amount is well below the precision of our simulated observations. Finally, we use starry

to compute analytic secondary eclipse light curves at each wavelength. This results in 10

light curves, which are each normalized to the out-of-eclipse continuum flux at the respec-

tive wavelength. A vertical shift is applied so the bottom of the eclipse is defined to be zero

planetary flux (but still 100% stellar flux).

4. We used starry version 0.3.0, now available at https://github.com/rodluger/starry/tree/v0.3.0.

97



Figure 6.3: Input map (upper panel) and spectra (lower panel) for the Asymmetric Hotspot
map. Colors indicate regions of the map where different spectra are painted on. Thin
lines indicate unbinned spectra, and thick lines with points show spectra binned to the 10
wavelength bins used in our analysis. The map is centered on the substellar point and has a
hotspot centered 45� north and 30� west of the substellar point, and spanning 60� in angular
diameter.
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We simulate a JWST time series observation corresponding to the starry light curves.

As in Schlawin et al. [259], we use the pynrc5 NIRCam observation simulator to calculate

the signal to noise of the spectrum. The signal to noise per integration is used to create a

time series for each wavelength. When creating the simulated time series, we add error bars

based on the NIRCam observation simulation but do not actually add random noise to the

time series.

6.1.2 Extracting the Eigenspectra from Simulated Observations

Figure 6.4 shows an overview of the process we use to extract the eigenspectra. We create

a set of light curves from spherical harmonics using the spiderman package [180]. We use

spiderman for this step and starry in Section 6.1.1 because of existing legacy code and

because using two separate codes for injection and recovery makes the process less circular.

We include spherical harmonics up to l = 2 because using this many harmonics provides

8 linearly independent eigencurves. This number is many more than can be constrained

by eclipse observations at the precision of our simulated measurements [247], so including

spherical harmonics up to l = 2 will ensure that the number of independent eigencurves

is not the limiting factor in our ability to reconstruct eclipse maps. Including higher-order

spherical harmonics decreases the efficiency of our code, so we use the smallest number of

spherical harmonics possible without limiting the number of usable eigencurves. However,

we include in our code the capability to fit for higher-order spherical harmonics if higher-

precision data require it. We follow the methods of Rauscher et al. [247] and use principal

component analysis (PCA) to construct orthogonal light curves from linear combinations of

the spherical harmonics. Using these orthogonal “eigencurves” instead of directly fitting for

spherical harmonic coefficients reduces the correlations between parameters, and the PCA

produces a list of eigencurves ranked by their relative potential contribution to the observed

light curve. For each wavelength that we fit for, we select the number of eigencurves to use

5. https://pynrc.readthedocs.io/en/latest/
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Figure 6.4: Overview of the process we use to extract eigenspectra from the eclipse light
curves. We apply the method of Rauscher et al. [247] and use eigencurves to construct a
map separately at each wavelength. We then combine these single-wavelength maps into a
3D spatial + spectral map. We use K-means clustering to identify similar regions on this
3D map (“groups”) and their representative spectra (“eigenspectra”).

at that wavelength by determining the largest number of eigencurves before any of them

show significant cross-correlation with each other (see Section 6.2.2 for a discussion of how

correlated eigencurves result in a less accurate map). Figure 6.5 shows simulated observations

for a single wavelength of the Simplified Hotspot model and the resulting fit.

We estimate the contributions of each eigencurve with a Markov Chain Monte Carlo

(MCMC) fit using the emcee package [82]. We use 100 walkers and a chain of 3000 steps

with a 300-step burn-in. We test for convergence by computing the autocorrelation time

for each free parameter and ensuring that the number of samples is at least 50 times larger

than the autocorrelation time. We construct an extracted planet map by calculating the

contributions of each eigencurve to each coefficient of the spherical harmonics for the map.

The MCMC routine returns several hundred realizations of each set of fit components, so we

quantify the propagated uncertainty in the flux maps by calculating the mean and variance

in the flux at each point across all realizations.

We use K-means clustering to identify regions of the retrieved brightness map with similar
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Figure 6.5: Top: Example light curve showing simulated data (black points) at � = 2.41 µm
for the Simplified Hotspot model. Red line shows the fit using the eigencurve method of
Rauscher et al. [247]. Bottom: Difference in flux from a uniform sphere for our eigencurve
fit (red line) and simulated data (black points).

spectra. K-means clustering is an algorithm that groups a number of observations n, which

can be vectors, into K clusters [234]. We use K-means clustering rather than PCA because

K-means provides the capability to cluster in multidimensional space, so we can identify

regions that are spectrally similar. PCA could be used to pick out orthogonal spectral

features that have the largest variance across the map but not group the spectra into similar

categories. A further advantage with K-means is that its output can be more easily turned

into a map because it assigns each spectrum to a single group, whereas PCA would output

what percentages of each spectrum come from each principal component. We also note that

the changes in spectral features due to a cloud or chemical difference may not necessarily be

orthogonal.

We select 100 random samples from the MCMC chain to perform clustering on. For

each sample, we divide the extracted planet map into n = 104 sectors (100 divisions each

in latitude and longitude). We input the spectra from each section of each sample’s map

into the clustering algorithm. We treat the spectrum at each point as a multi-dimensional

vector, and group the set of spectra into K groups and 10 spectral bins. This allows us to
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identify regions on the retrieved map with similar spectra. From this, we take the mean

of all the spectra in each group as the representative spectrum, or “eigenspectrum”, of that

group. The errors on each group’s “eigenspectrum” are the standard deviation of all of the

spectra from all of the maps which were identified as belonging to that group. We note that

correctly propagating errors through a non-deterministic method such as K-means clustering

is not straightforward, so we leave a more detailed study of the correct error propagation

for future work. As we show in Section 6.2, the method we use in this paper is sufficient to

identify large-scale spatial and spectral features in our simulated observations.

6.2 Mapping Results and Discussion

Figures 6.6, 6.7, and 6.8 show the output flux maps and groupings our pipeline produces for

the Simplified Hotspot, Continuum Hotspot, and Asymmetric Hotspot maps, respectively.

Figures 6.9, 6.10, and 6.11 show the corresponding eigenspectra retrieved from these maps

compared to the input spectra. In Section 6.2.1 we use the Simplified Hotspot map to

discuss how our pipeline performs in an idealized case. We use the Continuum Hotspot

model to test the limits of our pipeline’s ability to retrieve spectral information as quantified

by the number of significant eigencurves (Section 6.2.2) and groups (Section 6.2.3). Finally,

in Section 6.2.4, we use the Asymmetric Hotspot map to test how well our pipeline can

represent flux distributions that aren’t symmetric about the substellar point.

6.2.1 The Simplified Hotspot Map

The Simplified Hotspot map was originally created using two distinct spectra, so to test

the ability of our methods to recover these spectra we use K-means clustering to create two

groups with different eigenspectra. Figure 6.6 shows two ways to visualize the eigenspectra

groupings on the Simplified Hotspot model. This figure shows the areas of the map grouped

into the two eigenspectra, the calculated fluxes, and the uncertainties in the fluxes at a
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Figure 6.6: Retrieved spectral group maps for the Simplified Hotspot model. The solid
contours delineate separations by best-fit groups in each plot. Left: The hue represents the
best-fit group from the K-means clustering algorithm, and the brightness represents the mean
intensity ratio (Fp/Fs) in the observed wavelength range. Note that here and in Figures 6.7
and 6.8 we use Fp to refer to the intensity of the planet at that point multiplied by the
planet’s solid angle, so that the ratio Fp/Fs is unitless. The dashed contour indicates the
extent of the hotspot in the original input model. Middle: The hue represents the mean
Fp/Fs, and the brightness represents the uncertainty in the eclipse depth. Right: The mean
Fp/Fs from the input map, on the same color scale as the output map in the middle panel.
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Figure 6.7: Same as first two panels of Figure 6.6, but for the Continuum Hotspot model.
For clarity, the dashed lines show the boundary of every other ring in the original input
model.
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Figure 6.8: Same as first two panels of Figure 6.6, but for the Asymmetric Hotspot model.

Figure 6.9: Results of K-means clustering to recover two groups from the Simplified Hotspot
map. The orange and blue lines without error bars show the original input spectra from
Figure 6.1, while the lines with error bars show output spectra for the regions of the map
assigned to Group 0 (surrounding the hotspot) and Group 1 (inside the hotspot). The K-
means clustering method identifies a larger hotspot than the input map, which results in
some mixing of the input spectra, but generally correctly identifies the spectral shapes.
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Figure 6.10: Results of K-means clustering to recover two groups from the Continuum
Hotspot map, which has ten distinct input spectral groups. The dotted lines without error
bars show the original input spectra from Figure 6.2, while the lines with error bars show
output spectra for the regions of the map assigned to Group 0 (surrounding the hotspot)
and Group 1 (inside the hotspot). The K-means clustering method delineates the groups
at a radial distance intermediate between the center and boundary of the input continuum
hotspot.

Figure 6.11: Results of K-means clustering to recover two groups from the Asymmetric
Hotspot map. The orange and blue lines without error bars show the original input spectra
from Figure 6.3, while the lines with error bars show output spectra for the regions of the
map assigned to Group 0 (surrounding the hotspot) and Group 1 (inside the hotspot). The
K-means clustering method identifies a secondary hotspot, which results in some mixing of
the input spectra, but generally correctly identifies the spectral shapes.
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wavelength of 2.43 µm. The rightmost plot in this Figure shows the original input map

on the same flux scale as the output flux map for comparison. Figure 6.6 shows that the

K-means clustering generally identified the structure of our input map correctly, although

comparison to Figure 6.1 shows that the hotspot output by the K-means clustering is more

spatially extended than the input hotspot. Our maps are constructed using the eigencurves

method of Rauscher et al. [247], which can not reproduce sudden discontinuities in flux across

the map, so our inability to identify the exact extent of the hotspot is likely because the

eigencurves can not perfectly represent the sharp edge between the two groups. We construct

this map using only the first four eigencurves because adding more eigencurves would result

in larger error bars (see Section 6.2.2). This means our map is limited to large-scale flux

differences and would not be able to show small-scale changes [247], which may be another

reason for the broadening of the hotspot in our output map compared to the input map.

Our inability to identify small-scale flux changes when representing the map with just a few

eigencurves explains why the output map shows a high precision even in regions where the

output map flux is many sigma away from the input map flux (for example, at around 30�

away from the substellar point, where the input map shows a low flux outside the hotspot but

the output map precisely identifies a high-flux hotspot region). Each realization of our output

map from the MCMC correctly identifies that there is a substellar hotspot, but the angular

size of this hotspot is restricted by the small number of eigencurves we use. Therefore, our

output map shows a small uncertainty in this region because each realization of the map

shows a very similar flux distribution there, despite the fact that this flux distribution does

not match the “true” input distribution. We discuss in Section 6.2.2 why we restrict ourselves

to this small number of eigencurves in this paper and methods for incorporating information

from larger numbers of eigencurves, which could potentially identify smaller-scale features.

This slight mixing of the areas on the edges of the two input groups can also be seen

in Figure 6.9, which shows the eigenspectra for the two groups identified by the K-means

clustering compared to the input spectra for the hotspot and surrounding area. The K-means
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clustering correctly identifies a higher-flux central region and a lower-flux surrounding region.

However, the clustering algorithm includes some of the surrounding area in the hotspot,

which dilutes it and leads to a lower-flux spectrum for the output Group 1. Despite this

dilution, our method correctly identifies the general shape of the input map and spectra.

6.2.2 How Many Eigencurves Should Be Used?

We tested modeling the Continuum Hotspot map with different numbers of eigencurves to

determine a best practice for selecting how many eigencurves to include when analyzing a

set of data. Rauscher et al. [247] discuss how adding more eigencurves to a fit eventually

results in maps that are more uncertain than those with fewer eigencurves. We find a

similar result using the Continuum Hotspot map. We test modeling this map with up to five

eigencurves and find that four eigencurves provide a good fit to the synthetic data, while

at all wavelengths using five eigencurves introduces degeneracies that make the results more

uncertain and increases the variance in the fits.

We demonstrate this degeneracy in Figures 6.12, 6.13, and 6.14. Figure 6.12 shows the

cross-correlation coefficients at a wavelength of 2.41 µm for models using four (top panel) and

five (bottom panel) eigencurves. When four eigencurves are used, the only terms showing

high correlation coefficients > 0.8 are the first two terms, which as described in Rauscher

et al. [247] are not expected to be orthogonal. However, with five eigencurves the other

coefficients begin to show significant cross-correlation. The coefficients are designed to be

orthogonal, so this correlation is a sign of using too many coefficients.

Rauscher et al. [247] also found that using more eigencurves than can be well constrained

by the data resulted in larger uncertainties on the derived temperature as a function of

longitude. Figure 6.13 shows that we find the same result for our test. This figure shows

brightness temperature as a function of longitude for 1000 random samples from the MCMC

fits using four vs. five eigencurves. With five eigencurves, the samples show a wider spread

in derived temperatures. Additionally, when using five eigencurves, there are some samples
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Figure 6.12: Diagrams showing cross-correlation coefficients between the eigencurves at a
wavelength of 2.41 µm for models of the Continuum Hotspot using four and five eigencurves
(left and right plots, respectively). For the case with four eigencurves, the only coeffi-
cients that are strongly correlated with any of the others are the first two coefficients, which
represent the uniform-planet-brightness coefficient and a correction to the stellar flux. As
described in Rauscher et al. [247], these two coefficients are not orthogonal by design the
way the rest of the eigencurve coefficients are, so they are expected to show some correlation
with the other coefficients. However, with five eigencurves there are several other eigencurve
coefficients which are significantly correlated with each other. This indicates that the model
produces a degenerate solution when more eigencurves are included than the amount that
can be well-constrained at the noise level of the data [247].
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Figure 6.13: Brightness temperature along the equator as a function of longitude (in degrees)
for the Continuum Hotspot Map, modeled using four (black) and five (blue) eigencurves. The
thick line shows the best-fit solution, while the thin lines show 1000 random samples from
the MCMC chain for each fit. Both models converge on similar best-fit solutions. However,
the model using four eigencurves, which can be well constrained at the noise level of the
data, shows a smaller spread in the derived temperatures. The model using five eigencurves
shows a larger spread in the derived temperatures, including some MCMC samples where
the temperature drops to unphysical negative values at some longitudes, because this model
contains more eigencurves than can be well constrained by the data and is instead driven by
the uninformative prior on the fifth eigencurve [247].

where the temperature drops to unphysical negative values at some longitudes. This increase

in the variance of the temperature with a larger number of eigencurves is due to the way in

which each eigencurve coefficient is influenced by the information contained in the simulated

observations vs. the prior on that coefficient. As described by Rauscher et al. [247], the

first few eigencurves contain the most information from the data. In this case, the first four

eigencurves have posteriors that are primarily driven by the data. However, the posterior of

the fifth eigencurve is primarily driven by its prior and not the data. We use uninformative,

uniform priors for the eigencurves, so when we add an eigencurve with a posterior driven by

this uniform prior to our fit, it results in a much larger uncertainty in the fit.

This increased uncertainty from using too many eigencurves can also be seen in Fig-

ure 6.14, which compares the output eigenspectra when using four vs. five eigencurves.
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Figure 6.14: Eigenspectra for the Continuum Hotspot model when using four (dark blue and
black points) vs. five (light blue and grey points) eigencurves. A model using five eigencurves
results in spectra with larger error bars because some of the eigencurves are correlated, which
leads to increased uncertainty in the planet map.

Even when the map is grouped into two regions in both cases, using four eigencurves results

in both eigenspectra being better constrained and having smaller error bars than using five

eigencurves.

When selecting the number of eigencurves to use to model a data set, we recommend

using the method of Rauscher et al. [247] and using the largest number of eigencurves for

which none of them are significantly correlated with each other. We also found that adding

additional eigencurves beyond this point resulted in an increase in the Bayesian Information

Criterion (BIC), so this fitting criterion can be used to identify how many eigencurves to

use.

One way to include more eigencurves in the fit would be to use more informative priors

on the eigencurves. In this case, the priors could be selected based on expectations from a

GCM or other model. While this could in principle permit a map that shows smaller-scale

structures than our maps which use only the first four eigencurves, we choose to limit our-

selves to considering fits with smaller numbers of eigencurves because we aim to determine

how much information could be extracted from the data without incorporating any prior
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information from preexisting models. Additionally, while incorporating more restrictive pri-

ors could allow the use of more eigencurves without resulting in nonphysical solutions with

negative temperatures, observing negative fluxes is informative because it shows that the

solutions fall in a nonphysical region of parameter space.

6.2.3 How Many Groups Should Be Used?

We also used the Continuum Hotspot model to determine how many groups should be

used when mapping. While the model contains 10 groups, the size of the error bars in the

simulated observations determines how effectively these groups can be distinguished from

each other. Figure 6.15 compares the planet maps when clustering the map into two or

three groups. We performed the K-means clustering on 100 realizations of the map from

the MCMC chain. The maps shown in Figure 6.15 display the mean group number at each

point. The histograms show, for specific points on the maps, the grouping of that point over

all of the MCMC samples which were run through the clustering algorithm.

We find that, for the Continuum Hotspot map, grouping the map into two groups results

in clearly-defined groups, and at each step in the MCMC chain the group division occurs

at almost the same position on the map. When using three groups, the mean map shows

the shell structure contained in the original input map. However, the histograms show much

more variation in the grouping of each individual point along the MCMC chain. With two

groups almost all of the map pixels are consistently grouped into the same group, but with

three groups the grouping varies significantly. This suggests that our data are only precise

enough to constrain two distinct groups. We show the eigenspectra for the two-group case

in Figure 6.10.

When selecting the number of groups to use in the K-means clustering, we recommend

using the largest number of groups such that most of the map pixels are still precisely

constrained to be within a single group across the MCMC chain.
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Figure 6.15: Group assignments for the Continuum Hotspot model for two groups (top) and
three groups (bottom). Maps show the mean group assignment across 100 realizations from
the MCMC chain, and histograms show the full distribution of groupings across those 100
realizations for the four points indicated by red letters on each map. When two groups are
used, almost all points in the map are consistently placed in the same group across all 100
realizations. However, with three groups there is much more variation in the grouping, which
indicates that our simulated data are only precise enough to constrain two groups.
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6.2.4 Limits of Mapping Asymmetric Planets

The maps which have been discussed up to this point all show some form of a hotspot centered

on the substellar point. However, close-in exoplanets may show hotspots offset from the

substellar point [e.g. 147, 190], so we used the Asymmetric Hotspot map to examine how well

a spherical harmonic-based model can represent structure on a map that is asymmetric about

the substellar point. The eigenmapping method correctly identifies the location of the offset

hotspot, as shown in Figure 6.8. However, one disadvantage of using the eigencurves method

to model a planet map is they tend to produce structure that is somehow symmetric about

the substellar point, because the first few eigencurves only give information on large-scale

gradients that are all symmetric about the substellar point [247]. This is demonstrated in

Figure 6.16, which shows maps corresponding to each individual eigencurve. The fourth map

has a bright spot in the upper left quadrant of the dayside, similar to our Asymmetric Hotspot

model, but also has a bright spot in the lower left quadrant. Combining this eigencurve with

other eigencurves can mute the bright spot in the lower left quadrant slightly, but as shown

in Figure 6.8 the final map still shows a secondary hotspot in the lower left quadrant. Our

clustering groups this secondary hotspot with the primary one, which causes mixing of the

input spectra in the output eigenspectra (Figure 6.11). Our method therefore seems to work

best for maps which are symmetric about the substellar point or for determing large-scale

flux gradients across the dayside, and small-scale structure within the maps should not be

over-interpreted. However, our method is still useful for creating maps that only depend

on a non-parametric model and are independent of any GCMs or other circulation models.

More restrictive priors on the eigencurve coefficients could allow a fit with more eigencurves,

which could in turn allow more accurate models of asymmetric flux distributions for the

reasons discussed in Section 6.2.2. However, for this paper we choose to examine what can

be observed without incorporating prior information from GCMs.

Our results from the Asymmetric Hotspot model also reveal that our mapping method

is more sensitive to planets where the flux gradient between the hottest and coldest points
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Figure 6.16: Eigencurves and eigenmaps for the Asymmetric Hotspot Map. The top row
shows the eigencurves, or the relative flux contribution as a function of phase from eclipse.
The middle and bottom rows show two different projections of maps corresponding to each
individual eigencurve. The final map was constructed from between 4-7 eigencurves de-
pending on the wavelength, and the number of eigencurves at each wavelength was chosen
following the procedure in Section 6.2.2.
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Figure 6.17: Final output maps from the eigencurve fitting routine for each individual wave-
length for the Asymmetric Hotspot map. Note that the brightness scale in these maps shows
the same mean intensity ratio as in Figures 6.6, 6.7, and 6.8. Numbers in the corner of each
map show the number of eigencurves which was preferred at that wavelength. Bottom right
plot shows the eigenspectra for the offset hotspot map. Generally the eigencurve fitting rou-
tine prefers more eigencurves at wavelengths where the difference between the eigenspectra
is larger (e.g., 3.67 µm) and less eigencurves at wavelengths where the difference between
the eigenspectra is smaller (e.g., 2.59 µm).

on the dayside is larger. Figure 6.17 displays the median maps output at each individual

wavelength, along with the final eigenspectra. Large numbers on each plot indicate the

number of eigencurves that were favored at that wavelength based on the procedure described

in Section 6.2.2. We found that wavelengths where there is a larger contrast between the

two input spectra allowed for a larger number of eigencurves to be fit, which in turn leads

to a more detailed map.
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6.3 Conclusion

We have developed a framework to group the dayside emission spectra of exoplanets observed

in secondary eclipse into unique spectral components (“eigenspectra”) emerging from different

locations on the planetary disk. Our approach extends the method of 2D eclipse mapping

into the wavelength dimension, opening the door to spatially-resolved studies of exoplanet

atmospheric vertical structure and composition. To make such inference computationally

tractable, our method identifies and groups spatial map components with intrinsically similar

spectra, thereby reducing the dimensionality of any subsequent atmospheric retrieval.

Here we outline the main steps in our method. First, we use the spiderman package

to fit a planet map to a light curve [180]. We base our fit on spherical harmonic maps

and use the method of Rauscher et al. [247] to construct orthogonal eigencurves from these

spherical harmonic maps. Once we have constructed this map, we use K-means clustering

to select regions of the map with similar spectra, and from each of these regions extract

an “eigenspectrum”, which is the mean spectrum of that region. These eigenspectra could

then be analyzed with an atmospheric retrieval code to assess the chemistry and thermal

structure of the planet.

We demonstrated how this method can be used to analyze multi-wavelength eclipse light

curves of hot Jupiters using JWST. To provide accurate and robust mapping results with

our method, the following best practices should be used:

• As was found in Rauscher et al. [247], the number of eigencurves used to construct a

map at any given wavelength should be the largest number for which the coefficients to

the eigencurves do not show any significant correlation. The number of eigencurves in

a fit could be increased by using informative priors based on GCMs for the eigencurve

coefficients.

• The number of unique spectra in the final map can be found by iterating the K-means

algorithm until the recovered spectra are not overlapping and are separated into clearly

116



defined regions of the map.

We additionally identify the following limitations of our method:

• Structures that are strongly asymmetric about the substellar point are hard to fit well

with eigencurves unless additional information from circulation models is incorporated

into the fit.

• Using a finite number of eigencurves limits the spatial resolution of our map, so sharp

gradients or discontinuities may be blurred. Our method should be able to recover

that there are large changes in conditions, but will not do a good job of resolving the

spatial scale of the change.

Our technique is readily able to identify that a planet has regions with distinct spectral

features. However, it may not resolve the exact scale of features on planets with sharp spatial

discontinuities in atmospheric structure or properties (e.g., aerosols, H2O dissociation) or

planets with multiple gradients simultaneously impacting the flux distribution unless they

have particularly distinct regions. A general recommendation for using this method is that

particular attention is given to which pieces of spectral-spatial information are or are not

accessible in the observations. In particular, rather than presenting a derived map as the

true “image” of the planet, the component parts that were used in the fit must also be shown,

so that it is clear what was the potentially recoverable information.

However, hot Jupiters, which are the class of planet most amenable to eclipse mapping,

are predicted to show large hemispheric gradients, which is the type of spatial pattern that the

eigenspectra method could most easily map. Additionally, our method avoids assuming that

the flux pattern across the planet follows expectations from any one physical model, making

it a useful tool for first investigations of large-scale structure in a planet map regardless of

the exact spatial-spectral patterns. More complex, physical models such as GCMs could

be used to investigate the planet in more detail after the eigenspectra method was used to
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search for key large-scale patterns. The eigenspectra method could also be used to determine

which features predicted by GCMs would be measureable via eclipse mapping.

With a large aperture and spectroscopic thermal infrared capability, JWST promises

precision data products capable of advancing the legacy of Spitzer. In this paper, we have

taken the first of many necessary steps towards a data-driven perspective on the 3D nature

of exoplanet atmospheres.
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CHAPTER 7

IDENTIFYING ATMOSPHERES ON ROCKY EXOPLANETS

THROUGH INFERRED HIGH ALBEDO

The Transiting Exoplanet Survey Satellite (TESS ) has already discovered many small, likely

rocky exoplanets around K and M dwarfs [e.g., 310, 63, 107, 157, 183, 50, 322, 71, 304]1.

In the near future, the James Webb Space Telescope (JWST ) will provide the capability

for atmospheric characterization of such small planets. However, it is currently unknown

whether small planets around M dwarfs can retain atmospheres. The high X-ray and ul-

traviolet flux (“XUV” flux) of M dwarfs may completely strip the atmospheres off small,

close-in planets. This process is thought to sculpt the observed population of close-in exo-

planets, dividing small planets into two categories - those with radii smaller than ⇡ 1.5R�,

which are likely rocky cores stripped of any primordial light-element atmospheres, and those

with radii larger than ⇡ 2R�, which retain some hydrogen and helium in their atmospheres

[177, 225, 248, 226, 90, 308, but see Ginzburg et al. 100 for an alternate explanation]. How-

ever, small-radius planets with periods of order 10 days can nevertheless have secondary

atmospheres if the volatiles are outgassed from their interiors late in the system’s history

relative to the early period of high UV flux [296], are delivered by late bombardments of

comets or asteroids, have high molecular weight [60], or are effective infrared coolants [135].

One possible way to test for the presence of an atmosphere on a small planet is to look

for a smaller phase curve amplitude than expected for bare rock, which for planets that are

synchronously rotating would indicate the presence of an atmosphere redistributing heat to

the planet’s nightside [262]. However, this method requires a large investment of telescope

1. This chapter is based on Mansfield et al. [196], which was coauthored by Edwin S. Kite, Renyu Hu,
Daniel D. B. Koll, Matej Malik, Jacob L. Bean, and Eliza M.-R. Kempton. M. Mansfield led the modeling of
small planet albedos presented in this chapter. E. S. Kite contributed to the conception of the small planet
albedo study. R. Hu created the rocky surface reflectance spectra shown in Figure 7.3. D. D. B. Koll and M.
Malik wrote complementary papers on detecting the presence of atmospheres on terrestrial planets through
heat redistribution to the nightside [152] and 1D [191] and 3D [150] terrestrial planet atmosphere modeling.
All other authors contributed to the development of the terrestrial planet atmosphere detection methods
described in this chapter and in Koll et al. [152].
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time to observe at least a half orbit, if not a full orbit, of the planet. The atmosphere

could also be detected through observing features in a transmission spectrum, but clouds or

hazes may obscure any features even if the planet has an atmosphere [e.g., 161]. Emission

spectroscopy can reveal atmospheric features without being limited by the presence of clouds

or hazes, but it also requires a significant investment of telescope times to detect spectroscopic

features, especially for cooler planets [214]. In a companion paper we present a fourth

method, which is to look for heat redistribution through its effect on the broadband secondary

eclipse depth [152]. If the planet’s atmosphere is transporting heat from the dayside to the

nightside, then the secondary eclipse depth will be much shallower than expected for a bare

rock.

We present another approach for detecting the presence of an atmosphere. For a syn-

chronously rotating rocky exoplanet orbiting a cool host star, observations of the thermal

emission constrain the planet’s dayside temperature, which can be used to infer its albedo at

visible wavelengths by equating the incoming solar radiation to the planet’s outgoing radia-

tion. This method has been used previously to infer the albedos of giant exoplanets [47]. If

possible exoplanet surface compositions have relatively low albedos, a high measured albedo

would indicate the presence of an atmosphere, as illustrated in Figure 7.1.

This method of atmospheric detection is complementary to the methods described above,

because it provides a way to detect thin atmospheres that do not transport enough heat to

impact the planet’s thermal phase curve or secondary eclipse depth but have high-albedo

clouds. Solar system bodies with atmospheres thinner than 1 bar (e.g. Mars) are still able to

host significant high-albedo cloud layers with optical depths of order unity, so it is possible

that some exoplanet atmospheres will be similar [273, 45, 108]. Additionally, the top of the

H2SO4 cloud deck on Venus is at a pressure level of ⇡ 1 bar [72], suggesting that a thin

atmosphere with a Venus-like composition could also host high-albedo clouds.

In Section 7.1.1 we calculate the range of planet substellar temperatures at which a high-

albedo detection points unambiguously to the presence of an atmosphere. We describe our
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Figure 7.1: Cartoon demonstrating how measurements of the albedo can determine whether
a planet hosts an atmosphere. As we describe in Section 7.1.1, high-albedo, water-rich
materials such as clays and granites can form at temperatures below 410 K where planets
are not guaranteed to have entered a runaway greenhouse. At temperatures above 1250 K,
the rock partially volatilizes. This process may lead to the formation of a high-albedo
corundum surface. Between these two extremes, the highest albedo surface that is likely to
form is ultramafic, as described in Sections 7.2.1 and 7.3.1. The blue region indicates where
an atmosphere would be inferred. Labels on the x-axis indicate the substellar temperatures
of the three planets we consider in detail in this paper, assuming zero albedo and no heat
redistribution.
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method of calculating planet albedos from thermal infrared observations in Section 7.1.2. In

Section 7.2 we discuss the albedos we derive for each of the planet surface compositions we

consider, and the characteristics of cloud layers that would be implied by an atmospheric

detection with this method. We discuss the surface compositions we expect to exist on these

hot rocky planets in Section 7.3.1, and list processes that could act to darken or brighten

the planet surface in Section 7.3.2. We compare our atmospheric detection method to other

methods in Section 7.3.3 and conclude in Section 7.4.

7.1 Methods

7.1.1 Planet Substellar Temperature Range

The range of planetary temperatures we consider for this observational technique is limited to

zero-albedo substellar temperatures between 410�1250 K by two theoretical calculations. We

assume no heat redistribution, so the substellar temperature Tsub is related to the equilibrium

temperature Teq by the equation Teq = Tsub

⇣
1
4

⌘1/4
. The range of substellar temperatures

Tsub = 410 � 1250 K corresponds to equilibrium temperatures of 300 � 880 K.

The lower temperature limit is set by the runaway greenhouse limit at zero-age main-

sequence luminosity. At temperatures lower than the greenhouse limit the planet’s surface

could include high-albedo salt flats or water-rich materials such as clays or granites, which

would complicate the interpretation of a high-albedo detection. We base our estimate of

the runaway greenhouse threshold on the calculations of Kopparapu et al. [156]. However,

Yang et al. [328] found that clouds on the substellar hemisphere could prevent a planet

around an M dwarf from entering a runaway greenhouse state until stellar fluxes twice as

large as those reported by Kopparapu et al. [156]. Therefore, we double the stellar fluxes

of the Kopparapu et al. [156] runaway greenhouse limit to conservatively account for clouds

and other factors that may similarly delay the runaway greenhouse [328, 327, 149]. For all

three planets we consider in this study, this method provides a lower substellar temperature
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limit of Tsub = 410 K. The conservative runaway greenhouse limit given by this calculation

depends on the specific stellar and planetary parameters, but for M dwarfs it will be at

stellar fluxes of ⇡ 2300 – 2500 W/m2.

The upper temperature limit is set by the rate at which rock can be partially devolatilized.

At high enough temperatures, all components of the rock at the substellar point except corun-

dum will vaporize, leaving behind a high-albedo calcium- and aluminum-rich surface made

of materials such as Al2O3 [144]. This high-albedo surface would again prevent distinction

of a high-albedo atmosphere from a lower-albedo surface, so we limit our study to lower

temperatures.

To derive the temperature at which rock devolatilization would impact the overall albedo,

we use the MAGMA model of gas-melt chemical equilibrium to calculate the rate at which

rock could be devolatilized, assuming a starting composition equal to that of the Earth’s

continental crust [77, 258, 144]. Continental crust devolatilizes faster than other possible

starting rock compositions because it has a higher vapor pressure, so this choice of starting

composition gives a conservative (i.e., low) estimate of the temperature at which devolatiliza-

tion becomes significant. The MAGMA model outputs the pressure P of the rock vapor over

the surface, which we convert to a flux F of rock from the dayside hemisphere to the nightside

hemisphere using the equation

F =
csP

g
, (7.1)

where cs is the sound speed and g is the gravitational acceleration. Here we assume that the

wind speed of the rock vapor is equal to the sound speed. Models of tenuous vapor atmo-

spheres, both for super-Earth exoplanets and for Jupiter’s moon Io, indicate the presence of

supersonic winds over a broad region of parameter space, with winds across the terminator

typically 2-3 times the sound speed [129, 40].

We then convert this flux of material over the terminator to a rate R of vaporization
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from the dayside hemisphere using the equation

R =

✓
F

⇢

◆ 
2⇡Rp

2⇡R2
p

!
=

F

Rp⇢
, (7.2)

where Rp is the planet radius and ⇢ is the density of the rock.

Figure 7.2 shows the rate of devolatilization as a function of temperature. We compare

this rate to the rate of meteoritic gardening, which determines how quickly fresh, low-albedo

material could be mixed from below the rock surface [208]. We assume that impact gar-

dening mixes regolith to a depth of order 1 m/Gyr based on analogy to the Solar System

[319, 76], but our calculations are insensitive to the exact impact gardening rate to within an

order of magnitude because the rock vapor pressure increases very rapidly with increasing

substellar temperature (Figure 7.2). The rate of devolatilization will be slower than mete-

oritic gardening for substellar temperatures  1250 K. We find that this is approximately the

temperature at the Roche lobe radius for an Earth-density planet orbiting a mid M dwarf,

so all close-in planets around M dwarfs will be cool enough to avoid partial devolatilization.

7.1.2 Observed Planetary Fluxes and Albedos

We investigate a variety of potential rock compositions with different albedo properties.

We consider the eight compositions outlined in Hu et al. [124]: basaltic, clay, feldspathic,

Fe-oxidized (50% nanophase hematite, 50% basalt), granitoid, ice-rich (50% ice and 50%

basalt), metal-rich (FeS2), and ultramafic. Hu et al. [124] created reflectance spectra for

three of these surfaces using laboratory measurements of rock powders, and for the other

five surfaces used radiative-transfer modeling based on laboratory samples of component

minerals. These model spectra assume relatively fine-grained rocks. Fine grains generally

have higher albedos than coarse grains, so the albedos taken from Hu et al. [124] represent

conservative upper limits of the albedos of these eight compositions.

Figure 7.3 shows the albedos of these surfaces as a function of wavelength [124]. The
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Figure 7.2: Devolatilization rate as a function of temperature. The horizontal dashed line
shows an order-of-magnitude estimate of the inner Solar System rate of meteoritic gardening,
which stirs fresh material to the surface. Values below this line indicate temperatures at
which the rock composition is little-affected by devolatilization. The devolatilization rate
is calculated using MAGMA [77, 258], for continental crust composition. Other plausible
rocky planet crust compositions would have even lower devolatilization rate.

fundamental basis for the overall shapes of these spectra is that many rock-forming minerals

have strong spectral slopes in the 0.4-5 µm range. We discuss the plausibility of these surfaces

forming on terrestrial planets with Tsub = 410-1250 K in Section 7.3.1.

For each rock composition, we determine the temperature of a hypothetical planet with a

surface of that composition by setting its outgoing flux equal to the absorbed flux it receives

from its star. The absorbed flux from the star as a function of wavelength, F?(�), is given

by

F?(�) = [F�(1 � ↵�)]

✓
R

2
?

a2

◆
, (7.3)

where R? is the stellar radius, a is the distance from the planet to the star, ↵� is the planet’s

albedo as a function of wavelength, and F� is the spectral flux density in W m�3 from a

PHOENIX model for the star [128]. The flux emitted by the planet is approximated by

Fp(�) = ⇡B�(Tday)(1 � ↵�), (7.4)

125



Figure 7.3: Albedo as a function of wavelength for the eight types of planetary surfaces
we consider in detail in this paper, taken from Hu et al. [124]. The solid grey line shows
a PHOENIX model for the stellar spectrum of GJ 1132 [128], and the dashed black line
shows a blackbody at T = 700 K, which is the approximate temperature of the dayside of
GJ 1132b. Red tinted lines indicate surface compositions that are more plausible for planets
in T = 410-1250 K orbits, while blue tinted lines are compositions that are not likely to
occur at these temperatures. The thick, dark red line indicates the reflectance spectrum
of ultramafic rock, which is discussed in more detail throughout the paper because it has
the highest albedo of the plausible surfaces, and so it is the limiting case for atmosphere
identification using the method proposed in this paper.
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where B�(T ) is the flux emitted by a blackbody and Tday is the planet dayside brightness

temperature, which is related to the substellar temperature Tsub through the equation Tday =
⇣

2
3

⌘1/4
Tsub. The factor of 2

3 assumes zero heat redistribution and a bare rock surface [110].2

We also assume here that the planet is in 1:1 spin:orbit resonance, because we are considering

hot worlds in close-in orbits around K and M dwarfs. Additionally, approximating the entire

dayside as a single blackbody implicitly assumes that the dayside surface is completely

covered by one rock type. We integrate these two equations over wavelength and iterate

until they are equal to determine the planetary temperature.

For each of these planet surfaces, we sum the light reflected and emitted by the planet to

get a planet spectrum as a function of wavelength. We use PandExo to simulate observations

of these planets with JWST [11]. We simulate sets of five secondary eclipse observations

using the Mid-Infrared Instrument’s Low-Resolution Spectroscopy (MIRI LRS) slitless mode

to observe between 5 and 12 µm. We integrate over this entire wavelength range to produce

one broadband planetary flux measurement.

We calculate the planetary brightness temperature that would be inferred from these

observations by inverting the equation

Fp

F?
=

✓
Rp

R?

◆2 Z 12 µm

�=5 µm

✓
B�(Tday,obs)

B�(T?)

◆
d�, (7.5)

where Fp
F?

is the observed broadband planet-to-star flux ratio and Tday,obs is the planet dayside

brightness temperature inferred from the observations. Note that this equation assumes that

the planet’s emissivity (✏� = 1 � ↵�) is unity. We make this assumption when interpreting

our observed planet flux because the planet’s emissivity cannot be known a priori. We

approximate the star’s flux as a blackbody for this calculation because the PHOENIX model

spectra only extend to a wavelength of 5 µm. We then convert this temperature into an

2. Even a magma ocean would not redistribute much heat if heated only by the star, and confined to the
dayside [144].
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inferred planetary albedo using the equation

Tday,obs = T?

r
R?

a


2

3
(1 � ↵obs)

�1/4
, (7.6)

where ↵obs is the albedo inferred from the observations. This equation again assumes unit

emissivity.

We calculate the inferred albedo for each of the eight planet surfaces for three planets:

the canonical high signal-to-noise planet GJ 1132b [25]; TRAPPIST-1 b, which orbits a very

small star and so is a relatively high-signal transiting planet with an equilibrium temperature

near the lower end of our temperature range [99]; and the newly-discovered TESS planet

LHS 3844b, which is representative of the type of planets the TESS mission will continue to

discover [310]. These three planets together span almost the entire temperature range from

410-1250 K. Table 7.1 list the details of each planet we consider.

7.2 Results

We find that all plausible surface compositions for planets in Tsub = 410 � 1250 K orbits

have low albedos, and that even very thin atmospheres can host enough clouds to raise the

albedo above that for a bare surface. Our main results depend on the relationship between

the actual planet Bond albedo and the albedo inferred from observations at mid-infrared

wavelengths, which we describe in detail in Section 7.2.1. We find that the albedo inferred

from such observations is lower than the actual Bond albedo for all the surfaces we consider.

In Section 7.2.2 we calculate the properties of clouds that have high enough albedos to be

distinguishable from bare rock surfaces.

7.2.1 Comparison of Inferred and Actual Planetary Albedos

A key complication in relating an inferred albedo to the presence of an atmosphere is the

difference between the inferred planet albedo and its actual Bond albedo. A realistic surface
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Table 7.1: Stellar and planetary parameters for the three
systems we consider.

Parameter Value
TRAPPIST-1b

Star radius 0.121 R�
Star effective temperature 2511 K

Star K magnitude 10.296
Planet radius 1.12 R�

Planet orbital period 1.51 d
Planet dayside temperaturea 508 K

GJ1132b
Star radius 0.207 R�

Star effective temperature 3270 K
Star K magnitude 8.322

Planet radius 1.16 R�
Planet orbital period 1.63 d

Planet dayside temperaturea 737 K
LHS 3844b
Star radius 0.189 R�

Star effective temperature 3036 K
Star K magnitude 9.145

Planet radius 1.32 R�
Planet orbital period 0.46 d

Planet dayside temperaturea 1024 K
aAssumes no heat redistribution and zero albedo.
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with a non-constant albedo at the wavelengths where it emits radiation will have an albedo

inferred from observations of planetary radiation that differs from its true Bond albedo (the

actual percentage of starlight at shorter wavelengths that is reflected off the planet’s surface).

This is related to Kirchhoff’s law of thermal radiation: a planet with an albedo that changes

as a function of wavelength will emit relatively more or less light at certain wavelengths

compared to a blackbody with a constant emissivity at all wavelengths.

Figure 7.4 demonstrates why inferred albedo differs from Bond albedo for a simple ex-

ample where the albedo is a step function given by

↵� =

8
>><

>>:

0.5, � < 4µm

0.1, � > 4µm
. (7.7)

The lower panel of this figure shows the actual Bond albedo compared to the albedo inferred

from observations with JWST/MIRI for a set of planets at different temperatures spanning

the range we consider. For all of the planets, the step function means that the MIRI band-

pass (5-12 µm) is at a lower albedo (and thus higher emissivity) than shorter wavelengths.

Therefore, in order to satisfy energy balance, the planet must emit relatively more of its

flux at the long wavelengths where the emissivity is higher than if it were emitting as a

blackbody with a constant emissivity. This means the planet will appear to be at a higher

temperature in the MIRI bandpass, and so the inferred albedo will be lower than the actual

Bond albedo. For planets at higher temperatures, this effect is even stronger because more

of the planet’s emission is at low-emissivity short wavelengths. As a result, in order to satisfy

energy balance, the relative amount emitted at longer wavelengths is even higher compared

to a constant-emissivity blackbody.

Figure 7.5 shows a comparison of the insolation flux-weighted albedos of the eight plan-

etary surfaces at shorter wavelengths (0.1-3.5 µm, the range in which all three of the M

dwarf stars we consider emit > 90% of their flux) to their inferred albedos from broadband

mid-infrared observations with JWST/MIRI. The error bars represent 1� observational un-
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Figure 7.4: A simplified example showing how the inferred albedo can be different from the
Bond albedo for a planet where the albedo changes as a function of wavelength. The left
plot shows the simple step function albedo (black line) overplotting the stellar spectrum
for GJ 1132 and example planet blackbodies at four different temperatures ranging from
T = 600 K to T = 1200 K. The magenta shaded region indicates the MIRI/LRS bandpass.
The right plot shows the albedo inferred from JWST/MIRI observations of each planet. The
dashed line indicates where the inferred albedo equals the Bond albedo.

certainties for a set of five stacked secondary eclipses. In all cases the inferred albedo is lower

than the actual Bond albedo because the spectra generally have higher albedos at shorter

wavelengths and lower albedos at longer wavelengths.

The surfaces can be grouped into two rough categories based on the shapes of their

spectra (Figure 7.3). First, feldspathic, granitoid, ultramafic, and clay generally show a

high albedo at short wavelengths, then an abrupt transition around 2-5 µm to low albedo

at longer wavelengths (Figure 7.3). All of these surfaces also have a lower emissivity at 3-5

µm (the peak of the flux for a planet at the temperature of GJ 1132b if that planet emitted

as a blackbody) than at 5-12 µm (the MIRI bandpass). This means they will emit a larger

percentage of their flux in the MIRI bandpass, leading to a higher inferred temperature and

a lower inferred albedo. The larger the increase from the 3-5 µm emissivity to the 5-12 µm

emissivity, the lower the inferred albedo will be relative to the Bond albedo. Feldspathic

surfaces have the largest difference in its emissivity in these two wavelength ranges, followed

by clay, then granitoid, then ultramafic. Therefore, in this set of four surfaces, the feldspathic

surface shows the largest deviation from the 1:1 line in Figure 7.5, and the ultramafic shows
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Figure 7.5: Insolation flux-weighted albedo of the eight possible planetary surfaces in the
wavelength range from 0.1-3.5 µm compared to the albedo inferred from longer-wavelength
observations with JWST/MIRI for TRAPPIST-1 b (upper left panel), GJ 1132b (upper
right panel), and LHS 3844b (lower panel). Temperatures quoted in the plot titles assume
↵ = 0 and no heat redistribution. The error bars indicate 1� observational uncertainty for
five stacked secondary eclipse observations. The black dashed line shows where the Bond
albedo equals the inferred albedo. In all cases, the inferred albedo is lower than the actual
albedo. Note that in some cases the inferred albedo appears to be negative. This is due to
the assumption of unit emissivity when calculating the albedo. The light and dark green
shaded regions indicate where the albedo is high enough that an atmosphere is likely and
where one is needed to explain the observation, respectively.
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the smallest deviation.

The second category consists of ice-rich, basaltic, Fe-oxidized, and metal-rich surfaces.

All of these surfaces can be approximated as a more gradual slope to lower albedos at longer

wavelengths, without the sharp transition of the first four surfaces (Figure 7.3). Ice-rich

is on the edge between the two categories, but its sharp drop-off is smaller and at shorter

wavelengths. The metal-rich surface has an albedo that is close to constant, so its inferred

albedo should be close to its Bond albedo and it should fall closest to the 1:1 line in Figure

7.5. The other three surfaces all have slightly higher emissivity at the MIRI wavelengths,

so they should again all be slightly farther from the 1:1 line. Among those three surfaces,

the Fe-oxidized surface has the smallest difference between its visible and MIRI emissivity,

followed by ice-rich, then basaltic. So in this group of three surfaces, Fe-oxidized is closest

to the 1:1 line and basaltic is farthest.

The stars GJ 1132 and LHS 3844 have nearly the same PHOENIX spectra because their

effective temperatures only differ by 200 K. The Bond albedos for these two planets differ

by < 0.01. Therefore, the primary difference between GJ 1132b and LHS 3844b is that

LHS 3844b is much warmer than GJ 1132b (zero-albedo, zero-redistribution Tday = 1024 K

for LHS 3844b as opposed to 737 K for GJ 1132b), so that LHS 3844b emits its flux at

slightly shorter wavelengths. The overall effect is that a smaller percentage of the planet’s

blackbody curve is in the high emissivity regions at longer wavelengths, so the warmer planet

will emit relatively more at these wavelengths and the inferred albedos will appear even lower

than for the case of GJ 1132b. For all of the surfaces except clay, the surface albedos at the

peak of GJ 1132b’s blackbody flux and that of LHS 3844b are within 0.04 of each other,

so those surfaces all uniformly have lower inferred albedos. For the clay surface, the peak

flux of LHS 3844b happens to be emitting in a region where the albedo is almost 0.2 lower

than the surrounding parts of the spectrum. This means the peak flux for the clay surface

is at a higher emissivity, so relatively less flux needs to be emitted at the MIRI wavelengths.

Therefore the clay surface has a higher inferred albedo relative to the other surfaces compared
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to what it had for GJ 1132b.

The star TRAPPIST-1 is 700 K cooler than GJ 1132, but the difference in inferred

albedos for TRAPPIST-1 b and GJ 1132b is again primarily due to the different planet

temperatures (and not due to the difference in stellar effective temperature). TRAPPIST-

1 b has a temperature of ⇡ 470 K, which is cool enough that the peak of its flux is emitted in

the MIRI bandpass. Therefore, the difference between the inferred albedo and the true Bond

albedo simply depends on the difference between the emissivity at short wavelengths, where

the starlight is absorbed, and at long wavelengths, where the planet emits its flux. A surface

with a larger difference between its emissivity at wavelengths < 3.5 µm and its emissivity at

5 � 12 µm will have a larger difference between its inferred and Bond albedos. Within the

first category of surfaces, feldspathic has the largest difference between its short-wavelength

and long-wavelength emissivities, followed by granitoid, ultramafic, and clay. Therefore,

among these four surfaces, feldspathic has the largest difference between its inferred and

Bond albedos. Similarly, the basaltic and metal-rich surfaces have the largest and smallest

difference in emissivities among the second category of surfaces, so they have the largest and

smallest difference between inferred and Bond albedos, respectively.

Our method of differentiating a bare rock surface from an atmosphere relies on the fact

that bare surfaces have generally low albedos, so any high-albedo detection would have to

come from an atmosphere. Our calculations indicate that observations of a bare rock surface

would lead to inferring a lower albedo than that of the real surface. Additionally, despite

the offset between Bond albedo and inferred albedo, low Bond albedo surfaces always lead

to lower inferred albedos, and high Bond albedo surfaces always lead to higher inferred

albedos. This means that the detection of a low secondary eclipse depth corresponding to

a high inferred albedo above about 0.4 would unambiguously indicate an atmosphere. As

discussed in Section 7.3.2, this conclusion is robust to considering processes that could darken

or brighten the surface, which were not considered in Hu et al. [124].
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7.2.2 Distinguishing Planetary Surfaces from High-Albedo Clouds

Given that an inferred high albedo can indicate the presence of an atmosphere, what can be

said about that atmosphere? Although Rayleigh scattering alone can in principle cause an

albedo > 0.5, in practice a more likely cause of high albedo is clouds. For example, Venus’s

high albedo of 0.7 is due to clouds.

We calculated the albedos of clouds with a variety of properties to determine what types of

atmospheres could be distinguished from bare rock surfaces on the basis of albedo alone. We

constructed a grid of atmospheres with cloud column masses between 10�10�101 g/cm2 and

non-absorbing cloud particles with radii between 10�1 � 101.7
µm. From these parameters

we calculated the optical depth (⌧) using the equation

⌧ =
3Qmcol

4⇢prp
, (7.8)

where Q is the scattering efficiency, mcol is the cloud column mass, and ⇢p and rp are the

particle density and radius, respectively [236]. We then calculated the albedo (↵) using the

equation

↵ = ↵a +
(1 � ↵

0
a)(1 � ↵a)↵g

1 � ↵
0
a↵g

, (7.9)

where

↵
0
a =

(1 � g)⌧

1 + (1 � g)⌧
, (7.10)

↵a =
�1
2 � + (1 � ĝ)⌧

1 + (1 � ĝ)⌧
, (7.11)

and � = 1� e�⌧ [236]. In these equations, ĝ is the asymmetry factor and ↵g is the albedo of

the rock surface. Mbarek & Kempton [203] calculated equilibrium chemistry cloud composi-

tions for secondary atmospheres at T = 410-1250 K, and several of these possible composi-

tions (including K2SO4, KCl, and Na2SO4) have indices of refraction nR ⇡ 1.5 and nI ⇡ 0

[239, 172]. Therefore, we used values of Q and ĝ for particles with indices of refraction
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nR = 1.5 and nI ⇡ 0 (values range from 0.2 < Q < 4 and 0.2 < ĝ < 0.8).

Figure 7.6 shows a contour plot of potential albedos for GJ 1132b, assuming an ultramafic

rock surface. The area above the black line is the region of parameter space where the total

planet albedo is more than 2� higher than the inferred albedo of the bare rock surface. A

detection of an albedo higher than this value would suggest the presence of an atmosphere

on this planet. For this surface, an atmosphere with a cloud column mass greater than

8 ⇥ 10�5–3 ⇥ 10�2 g/cm2 (⌧ > 0.8 � 5) would have a higher albedo. The red, magenta,

and orange stars on Figure 7.6 indicate typical cloud parameters for Earth [318], Venus [8],

and Mars [45], respectively. While clouds made of larger, Earth-sized particles would be

harder to detect using our method, smaller-particle hazes such as those found in Venus’s

upper atmosphere would be detectable at lower cloud column masses. Previous work has

found that it would take ⇡ 10 or more transits to detect an atmosphere on an exoplanet

with Venus-like hazes using transmission spectroscopy [184]. Our method provides a way to

detect such hazy atmospheres more efficiently.

Most of the surface types exhibit a similar behavior, with column masses greater than

4⇥10�5 – 5⇥10�2 g/cm2 (⌧ > 0.5 – 7) having high enough albedos to suggest an atmosphere.

The minimum pressure required to support such high-albedo cloud layers is significantly

smaller than the ⇡ 1 bar required to transport heat. For example, Mars has regionally-

extensive high-albedo clouds made of both H2O and CO2 ice in a 6 mbar atmosphere [273,

108]. These clouds can be optically thick, especially near surface ice deposits.

Our calculation implicitly assumes that a large portion of the dayside is covered in clouds

so that the disk-integrated dayside albedo is large. This is a reasonable assumption for

the close-in terrestrial exoplanets we consider, because 3D global climate simulations of

synchronously rotating planets exhibit upwelling and cloud cover over much of the dayside,

with downwelling and clear skies confined to the nightside [328].
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Figure 7.6: Contour plot of total planet albedo as a function of cloud particle radius and
cloud column mass. The area above the black line is the region of parameter space where
the albedo is more than 2� greater than the inferred bare rock albedo of an ultramafic rock
surface on GJ 1132b. The red, magenta, and orange stars indicate typical cloud parameters
for Earth [318], Venus [8], and Mars [45], respectively.

7.3 Discussion

7.3.1 Which Surface Compositions Are Expected to Exist?

A high surface albedo can produce a low secondary eclipse depth, so using the secondary

eclipse depth to screen for the presence of atmospheres will only work if there is a prior

constraint on the distribution of possible surface albedos. We have two primary sources of

information on the albedos of terrestrial planets: observations of rocky objects in the Solar

System and laboratory spectra of geologically plausible surfaces.

Surfaces Observed in the Solar System

Table 7.2 lists the albedos of several Solar System bodies. The rocky bodies in the Solar

System generally have low albedos [185]. E-type asteroids3 are an interesting exception to

3. E-types are common between Mars and the inner edge of the main asteroid belt (Hungaria region).
E-types are plausibly leftovers from the formation of Earth and Mars.
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Body Bond Albedo
Mercury 0.07
Moon 0.11
Mars 0.25

4 Vesta 0.18
1 Ceres 0.03

Io 0.6
44 Nysa 0.33

Table 7.2: Bond albedos of solar system bodies [185, 288].

the general trend of dark solar system rocks, with albedos > 0.3. One of the brightest E-type

asteroids, 44 Nysa, is listed in Table 7.2 for comparison [288]. E-types are likely the source

of enstatite chondrite meteorites. If this mapping between meteorite type and asteroid type

is correct, then the cause of the high asteroidal albedo is that the rocks record very reducing

conditions - so any iron gets reduced to Fe, and there is very little Fe2+ in the silicate (Fe

and other transition metals being a big cause of the dark color of the most-common silicate

rocks). This matters because the reducing conditions are analogous to those expected for

evaporated cores (which will be discussed further in Section 7.3.2) if enough hydrogen was

originally present to overwhelm buffering by Fe-oxides. Although it is unclear what an

evaporated core will look like because we have never imaged one, this redox similarity leads

us to speculate that E-types may be the best solar system analog to the surface composition

of evaporated cores.

The near-infrared reflectance spectrum of enstatite is shown in Figure 7.7. At the wave-

lengths where M dwarfs emit most of their light, enstatite has an albedo between 0.3-0.4 that

is similar in shape and magnitude to that of ultramafic rock. Therefore, observations of an

enstatite surface would likely lead to a similar inferred albedo as that of an ultramafic sur-

face. Our method of calculating inferred albedo would still allow detection of a high-albedo

atmosphere on a planet with an enstatite surface.

Although sulfur species (mainly SO2) are responsible for the high albedo of Io, SO2 would

not be condensed as a solid on the surface of the hot planets we consider here and sulfur
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would be liquid (for T > 427K) and quite dark [218].

The solar system contains only one world in a T > 410 K orbit – the ⇠0.06 M� world

Mercury. In principle exoplanet albedo measurements could be used to supplement solar

system data, to build up an empirical prior on rocky planet surface albedo. However, so far

direct measurements of rocky-exoplanet albedos are limited [252, 265, 266, 132]. Moreover,

even to use the Solar System data for exoplanets in hotter orbits we need to think about

how the albedo would (or would not) be affected by processes at work on a hotter orbit.

Therefore, our primary focus in this work is on laboratory spectra of hypothetical planet

surface compositions, as well as processes that would make those compositions more or less

likely.

Laboratory Spectra of Hypothetical Surfaces

We calculate albedos for eight possible surfaces in this paper, but not all of these surfaces are

likely to form at the high temperatures we consider. Many planetary surface types require

water to form. For example, it is roughly true that “[n]o water, no granites - no oceans, no

continents” [36]. Forming granites on Earth involves water. Water is difficult to accrete, and

difficult to retain, in a Tsub = 410-1250 K orbit. As long as water is abundant at the surface,

a runaway greenhouse climate is expected, and this will favor H escape to space [109]. If the

water is retained somehow, then the planet will have a H2O vapor atmosphere.

Several other high-albedo surface types also require water to form [207]. Clays need water

to form, either as structural water or for the leaching weathering reactions that produce

anhydrous phyllosilicates such as kaolinite. Salt flats such as those found in White Sands,

New Mexico and Salar de Ayuni, Bolivia also require water to form. Although pure quartz

sand (SiO2) on Earth can be found in deserts, it again is a signature of water - desert sand

is a breakdown product of high-Si crust, often weathered and physically concentrated by

processes involving liquid water. Small amounts of high-Si rock can be made without water

by partial re-melting of basalt, but this is unlikely to cover the entire planetary surface.
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Feldspathic (plagioclase-feldspar-dominated) flotation crust can form on dry worlds. While

feldspathic flotation crusts are a possibility for dry Moon-sized worlds, they are less likely

for larger exoplanets [67]. The only feldspathic crust we know is the Lunar highlands. The

standard story of origin for the Lunar highlands crust involves formation of plagioclase as a

liquidus phase in a cooling magma ocean [68]. However, plagioclase will not crystallize from

a mafic or ultramafic melt at pressure much above 1 GPa, so for a large Earth-sized planet

it will only form during the last dregs of magma-ocean crystallization. Moreover the only

feldspathic flotation crust we know of, the Moon, is not as high albedo as the plagioclase-

feldspar laboratory spectra might suggest because of processes such as space weathering (see

Section 7.3.2).

Several of the other planetary surface types we consider, including basalt and ultramafic

rock, can form without water. Planetary crusts are primarily composed of basalt, a dark

rock type with 45-53 wt% SiO2. Basalt is very common in the Solar System because it is

the expected product of low-percentage (⇠10%) partial melting of “average rock”4 [10, 291].

Basalt has a relatively low albedo.

Relative to basalt, ultramafic rocks have a higher albedo and are a potential false positive

for atmosphere detection using the secondary-eclipse-depth technique in all orbits, including

those with Tsub = 410�1250 K. Ultramafic rocks (which have <45 wt% SiO2) are the result of

high-percentage [>30%; 106] partial melting of “average rock”. Such high-percentage partial

melts are expected for worlds with high mantle temperatures, including strongly tidally

heated worlds and young worlds with strong radiogenic heating [145]. Geologic terrains

from the first 2 Gyr of Earth history often contain ultramafic rocks (specifically komatiites)

because they correspond to a time when Earth’s mantle was hotter than it is today, and so

4. We assume that Solar System mantle rock compositions – which upon melting, yield basalt – are
representative of rock elsewhere in the Universe. White dwarf data are consistent with Earth-like Mg/Si
ratios [136] and stellar Mg/Si ratios show little scatter in the solar neighborhood [19]. However, we are not
aware of any work to study how Mg/Si variability propagates into the percentage of partial melting nor
the mineralogy of the resulting lavas. Therefore, this assumption is unverified, but could be modeled in the
future using existing datasets [307, 119].
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partial melt fractions were higher [117]. Although ultramafic rocks can be dark in outcrop,

the dominant minerals in ultramafic rocks – pyroxene and olivine – have high reflectance

in the visible [124]. The possibility of ultramafic surfaces on Earth-sized exoplanets is the

limiting case for using albedo to detect atmospheres on worlds in Tsub = 410�1250 K orbits,

as illustrated in Figure 7.1. It is hard to make more reflective surfaces for these worlds, so

higher albedos imply an atmosphere. Other surface types shown in Figure 7.3, including

Fe-oxidized, basaltic, and metal-rich, have lower albedos, and so they are not worrisome for

the purposes of screening for atmospheres using secondary eclipse depth.

7.3.2 Factors That Could Affect Surface Albedo

There are several processes that could act to make the observed surfaces darker or brighter.

We discuss these possibilities below.

Darkening Processes

Solar system worlds can be darkened by minor contaminants, which are not considered in

the spectra shown in Figure 7.3. For example, Mercury’s surface is very dark, likely due

to minor graphite [131]. E-type asteroids are also likely darkened by minor contaminants.

Even though they are among the highest albedo rocky objects in the Solar System (↵ � 0.3),

the bulk mineralogy of enstatite chondrites suggests that E-type asteroids should have even

higher albedos. Grain size and texture effects can also impact how much a surface is darkened

[38]. Darkening effects would strengthen the conclusion that a high-albedo detection is due

to an atmosphere, because the surface would be expected to be even darker.

Space weathering also darkens surfaces [33, 59]. The space weathering effect on bare-rock

exoplanets would depend on the balance of the resurfacing rate (by small craters, lava flows,

e.t.c.) and the rate of weathering by micrometeorites and the solar wind (deflected by the

planetary magnetic field). On rocky exoplanets, a very small residual atmosphere would be

sufficient to prevent space weathering, even if that atmosphere was too thin to be detectable
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Figure 7.7: Near infrared reflectance spectra of minerals that might hypothetically form
planet surfaces, but are not observed to be the primary material on the surface of any large
Solar System bodies [105]. We do not consider these surfaces to be likely for worlds in
Tsub = 420 � 1250 K orbits, for the reasons given in Section 7.3.2.

in transit. If rocky exoplanets have plate tectonics, then continued volcanism would reset

the darkening caused by space weathering [309, 81].

Brightening Processes

In spite of the reasoning above, what could nevertheless give a surface a high albedo in a

T = 410�1250 K orbit? The below possibilities are described in order of how concerning they

are for our proposed screening tool, and their reflectance spectra are shown in Figure 7.7.

(1) Shiny evaporated cores: The silicate cores of low-density sub-Neptunes have T & 3000 K

[123, 311, 27], and may have non-negligible partial pressures of “rock" in the H2-rich enve-

lope, especially during the first ⇠1% of the planet’s lifetime [78, 32]. If an H2-rich envelope

of 0.1-1 wt% of planet mass originally exists, but is subsequently stripped away, it will form

a Super-Earth that is an “evaporated core” [224]. During this evaporation process, volatile

and low-molecular-weight “rock" species will join the gas outflow [127]. The core-envelope
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interface will cool because the H2-induced warming goes down. The equilibrium vapor pres-

sures of “rock” in the envelope will also go down, and so less-volatile species will condense

at the core-envelope interface and be stirred back into the liquid silicate. When the core-

envelope interface cools below ⇠1673 K the liquid-silicate stirring will stop and anything

still dissolved in the envelope will form onion-shell layers at the surface as it condenses. It

is conceivable that the outer shell layers would have high albedo. Na is the best candidate

among the major rock-forming elements for a species that is volatile enough to have a non-

negligible saturation vapor pressure at ⇠1673 K but has a high enough molecular weight

and is refractory enough that it need not escape with the hydrogen [258]. However, creating

a Na-metal surface through this scenario may require fine-tuning for an XUV flux intense

and prolonged enough to shed all of the H2 but weak enough that the other gases are not

entrained away with the H2.

(2) Reflective metals/sulfides: Metals volatilized during an H2O-rich or CO2-rich atmo-

sphere phase could add a reflective coat to the surface. This has been proposed for the

highlands of Venus [e.g., 257]. However, Figure 7.7 shows that pyrite, the most common

sulfide among Earth minerals, has a relatively low albedo, and so would be distinguishable

from an atmosphere using our method.

(3) Iron oxides: If the planet orbits an M-star, there could be significant oxidation due

to the photodissociation of H2O and the escape of hydrogen. In this case, we could observe

a surface covered in iron oxides, some of which are very reflective in the near infrared. Such

surfaces could have even greater Fe-oxide abundances than the case considered by Hu et al.

[124] (50% nanophase hematite, 50% basalt) and shown in Fig. 7.3 (referred to as “Fe-

oxidized”). Figure 7.7 shows two examples of common iron oxides, hematite and magnetite,

which span the range of reflectance spectra of iron oxides. While hematite has a high albedo

at wavelengths longer than ⇡ 1.25 µm, its albedo is relatively low at shorter wavelengths

where the stars we consider emit the majority of their light.

(4) Pure iron: If all of the rock has been removed we could observe a bare iron surface. A
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completely iron surface is unlikely according to models of collisional mantle stripping [202],

but this could be tested by using radial velocity measurements to constrain the planet’s

mass.

(5) Salt flats: The early escape of a steam atmosphere might lead to a surface covered

in high-albedo salt flats. Figure 7.7 shows that the salt halite has a high albedo. However,

volcanism on the planet would likely lead to these primordial salt flats being buried by

low-albedo lava.

In addition to these possibilities, there are a wide variety of possible surface minerals

[e.g., 46] that are not included in the surface types investigated by Hu et al. [124]. However,

we struggle to come up with plausible scenarios that would result in the bulk of a planetary

surface made up of other minerals not considered here, so for this paper we focus on the

well-characterized surfaces that are known to exist on planetary bodies in the Solar System.

7.3.3 Relationship to Other Methods of Atmospheric Detection

Our method of using albedo to test for the presence of an atmosphere is complementary to

that of Koll et al. [152], who consider the possibility of detecting an atmosphere through

measurements of reduced dayside thermal emission or heat redistribution. Figure 7.8 shows

the relationship between these two methods of atmospheric detection. Colored contours on

this plot indicate dayside effective temperatures for LHS 3844b for a variety of atmospheric

pressures and surface albedos, while triangles indicate the albedos of surfaces we consider in

this paper. Koll et al. [152] present a method to detect an atmosphere that is thick enough

to change the dayside temperature by greater than or equal to a certain amount (above/to

the right of a given temperature contour in Figure 7.8), while our method allows detection

of an atmosphere with an albedo higher than that of the most reflective plausible surface

(above the dashed horizontal line in Figure 7.8).

While Koll et al. [152] find that an atmosphere thicker than about 1 bar will transport

enough heat that its secondary eclipse depth will deviate from that of a bare rock, there
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Figure 7.8: Figure showing the relationship between the atmospheric detection method of
Koll et al. [152] and the method we present in this paper. Colored contours indicate planet
dayside temperatures for LHS 3844b for a variety of atmospheric pressures and surface
albedos, calculated following Koll et al. [152]. Black ⇥ marks show the location of the
rocky Solar System planets on this plot. Filled triangles indicate the albedos of geologically
plausible surfaces (e.g., basaltic or ultramafic) and empty triangles indicate the albedos of
surfaces that are geologically implausible for Tsub = 410 – 1250 K worlds (e.g., granitoid or
ice-rich). The method of Koll et al. [152] would have the necessary sensitivity to detect an
atmosphere which changes the dayside temperature by greater than or equal to a certain
amount (above/to the right of a given temperature contour). Our method allows for detection
of an atmosphere at any pressure with an albedo higher than that of the most reflective
plausible surface (above the dashed line).
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are several ways to create a thinner atmosphere that has a high albedo. Any planet with

plentiful surface condensables can make optically thick clouds at pressures well below those

needed to shift heat between hemispheres. For example, Mars has a surface pressure of

6 mbar, but has CO2 clouds, H2O clouds, and dust storms, all of which can be optically

thick at both visible and infrared wavelengths [273, 45, 108]. The top of the upper H2SO4

cloud deck on Venus is at a pressure level of ⇡ 30 mbar [8]. Triton’s clouds have an optical

depth >0.1, and it is plausible that under a slightly different insolation Triton could make

optically thick high-albedo clouds. Finally, sulfur hazes derived from volcanic sulfur can also

be very reflective [92].

7.4 Conclusions

We present a method to distinguish a hot rocky exoplanet without an atmosphere from

one that retains an atmosphere through measuring the planet’s Bond albedo. This method

is complementary to other proposed methods of atmosphere detection, including through

transit or eclipse spectroscopy, reduced phase curve amplitude, or reduced secondary eclipse

depth [262, 214, 152]. Our method allows the detection of an atmosphere that is too thin to

transport enough heat to impact the secondary eclipse depth but is thick enough to support

high-albedo clouds.

We find that this method can be used effectively for planets with substellar temperatures

of Tsub =410-1250 K. At lower temperatures, high-albedo surfaces associated with water

can exist and may complicate the interpretation of a high-albedo detection. At higher

temperatures, partial devolatilization of the rock may produce a high-albedo patch at the

substellar point.

We investigate the properties of eight plausible surface compositions [124]. We determine

that an ultramafic surface is the highest-albedo (↵ ⇡ 0.19) surface that would be likely to

exist in a T = 410-1250 K orbit. For this surface (and the other surfaces investigated), cloud

layers with optical depths of ⌧ > 0.5 – 7 will have high enough albedos to be distinguished
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from a bare rock surface.
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CHAPTER 8

CONCLUSION

In this thesis, I have used a wide variety of observations of highly irradiated exoplanets

to advance our understanding of planetary formation, chemistry, and physics. In Part I, I

presented observations of the hottest known exoplanets, ultra-hot Jupiters. These planets’

atmospheres experience unique, high-temperature chemistry, including the dominance of H�

as an opacity source and strong molecular dissociation. Molecular dissociation can have a

large, observable impact on their thermal structures, as demonstrated by the high amount

of heat transport observed in the atmosphere of KELT-9b [200]. Additionally, molecular

dissociation and H� opacity provide an explanation for the many observations of featureless

secondary eclipse spectra of ultra-hot Jupiters [6, 163, 197, 233].

Despite the broad-reaching impacts of molecular dissociation and H� opacity, the popu-

lation of hot Jupiters still show a wide diversity of secondary eclipse spectra. In Chapter 4,

we examined trends in water feature strengths across a population of 20 hot Jupiters in order

to quantify this diversity. We found that current models accounting for high-temperature

effects such as molecular dissociation are generally able to match the observed spectra. How-

ever, the observed scatter in water feature strengths suggests that the planets’ atmospheres

may show modest differences in metallicity and C/O ratio.

Highly irradiated planets are also prone to intense atmospheric escape, which can shape

their atmospheric compositions [e.g., 91]. In Part II, I presented a measurement of helium

escape in the atmosphere of the exo-Neptune HAT-P-11b. We found that the mass loss rate

is low enough that the bulk composition of HAT-P-11b has likely not changed significantly

over its lifetime, which matches expectations from population statistics and photoevaporation

models [e.g., 226].

While these studies of ultra-hot Jupiters have revealed some information about their

compositions and thermal structures, there are still many unanswered questions. For ex-

ample, the exact abundances of metals such as carbon and oxygen in their atmospheres are
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unknown. While Chapter 4 suggested that ultra-hot Jupiters may have diverse compositions,

the exact metallicities of these planets are generally only constrained to within 0.5-1.0 dex

[e.g., 6, 197, 211]. Additionally, most of the current metallicity constraints are based solely

on HST observations of water, and therefore only represent extrapolations from the observed

oxygen abundances. Theory predicts that exoplanet atmospheres should show variation in

the relative abundances of metals such as C, O, and N [e.g., 213, 3, 187], and Chapter 4

demonstrates that current HST observations also favor variations in the C/O ratio. There-

fore, extrapolations of the total atmospheric metallicity will be much less accurate if they

depend on observation of only a single species, such as water.

New, more advanced telescopes will expand our capability to observe exoplanet atmo-

spheres. In the near future, the launch of JWST in October 2021 will revolutionize our abil-

ity to measure the atmospheric compositions and thermal structures of exoplanets. JWST ’s

broad wavelength coverage, spanning from 0.6 � 28 µm, means we will be able to resolve

spectral features of molecules such as CO, CH4, and CO2 in addition to water. These addi-

tional detections will lead to more precise measurements of the atmospheric metallicity and

C/O ratio of hot Jupiters. Observations of several hot Jupiters are already planned to take

place within the first year of JWST ’s launch [e.g., 15], and these observations will elucidate

the trends we observed in Chapter 4.

JWST will also provide the first opportunity to study the daysides of hot Jupiters in

three dimensions simultaneously through spectroscopic eclipse mapping. The Eigenmapping

method developed in Chapter 6 provides a framework for interpreting these observations.

This unique capability will allow us to probe thermal and compositional gradients across hot

Jupiter daysides.

The launch of JWST will also allow for the first detailed characterizations of terres-

trial planet atmospheres. One of the first-order questions JWST will be able to address is

whether small planets orbiting M dwarfs are able to retain atmospheres over long timescales.

In Chapter 7, I presented a method for detecting atmospheres on terrestrial exoplanets us-
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ing the albedo inferred from JWST secondary eclipse photometry. Once the planets with

atmospheres are identified, JWST may have the precision to investigate the atmospheric

compositions of some high-signal-to-noise terrestrial exoplanets [e.g., 214]. The presence of

an atmosphere is a key prerequisite for the development of surface life, so JWST will enable

the first steps toward determining the habitability of terrestrial exoplanets.

Recently, ground-based telescopes have been recognized as another avenue toward ex-

oplanet atmospheric characterization. High-resolution observations on stabilized ground-

based spectrographs can also place tight constraints on hot Jupiter metallicities and C/O

ratios, especially when combined with space-based, low-resolution observations [e.g., 31].

Ground-based observations have also observed the signatures of helium escape in several

exoplanets [e.g., 4, 220, 255, 228].

While this thesis focuses on the atmospheric characterization of highly irradiated planets,

one of the main goals of future exoplanet observation will be the characterization of cooler

planets more analogous to those in our own solar system, in particular of potentially habitable

planets. Future ground-based and space-based observatories such as the Habitable Exoplanet

Observatory [HabEx, 95], the Large UV/Optical/Infrared Surveyor [LUVOIR, 294], the Eu-

ropean Extremely Large Telescope [ELT, 241] the Giant Magellan Telescope [GMT, 75], and

the Thirty Meter Telescope (TMT, Skidmore et al. 272 but see also Kahanamoku et al.

137) will enable atmospheric characterization at even higher levels of precision. These more

precise observations will make it feasible to extend spectroscopic studies of highly irradiated

exoplanets down to lower temperatures, which will give us a more complete understanding

of the full diversity of known exoplanets.
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