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ABSTRACT 

A standard result in optimization theory says that for a loss function which is uniformly smooth and strongly 

convex (or satisfies a `PL-inequality'), gradient descent converges linearly to a global minimizer.  

Unfortunately, this theory is too limited to explain the practical effectiveness of gradient descent in finding 

global minimizers of nonconvex optimization problems arising in machine learning.  The smoothness and PL-

inequality assumptions even fail to hold for simple nonconvex prototype problems such as low-rank matrix 

factorization, highlighting the need to enlarge the scope of the theory for gradient descent.  In this talk, we take 

a step towards this goal, providing simple and improved linear convergence results for (alternating) gradient 

descent applied to low-rank matrix factorization.  If time permits, we will discuss further results on implicit 

bias of gradient descent towards low-complexity solutions in the overparameterized regime. 
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